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Abstract

A new development in psycholinguistics is the useegression analyses on tens
of thousands of words, known as the megastudy apprdrhis development has
led to the collection of processing times and stthje ratings (of age of
acquisition, concreteness, valence, and arousaést of the existing words in
English and Dutch. In addition, a crowdsourcingdgtin the Dutch language has
resulted in information about how well 52,000 lensmare known. This
information is likely to be of interest to NLP resehers and computational
linguists. At the same time, large-scale measurésword characteristics
developed in the latter traditions are likely todieotal in bringing the megastudy
approach to the next level.



We describe a recent evolution in word recognitesearch, which we think is of interest to
natural language processing (NLP) researcherd, fiesexplain the nature of the new approach
and why it has come to supplement (or maybe ev@ace) traditional psycholinguistic research
(Section 1). Then, we describe how this has legtieacollection of new word characteristics
(Sections 2 and 3), which are likely to be usedulMLP researchers as well (Section 4). We end
by illustrating how the new approach depended patifrom NLP and needs further input to
bring it to full fruition.

1. Thetransition from small-scale factorial designsto megastudiesin

psycholinguistics

Word recognition research has recently shiftedtgd datasets (Balota et al., 2004, 2007, 2013).
Traditionally, this research was focused on snmadlesfactorial designs in which one or two
variables were investigated while other variableseamatched as much as possible. Before we
discuss the new megastudy approach we presentampéx of the traditional factorial approach,

so that the reasoning behind the new move becolmas c

1.1 Thetraditional factorial design

A typical example of the factorial design is an exment in which the effects of word frequency
and word age of acquisition (AoA) are investiga@drhand and Barry (1999), for instance,
wanted to examine a claim by Morrison and Ellis98Rthat word frequency no longer
influences word processing efficiency once AoAalken into account. To do so, Gerhand and
Barry ran a lexical decision task. This is a taslwhich participants are shown a random
sequence of words and made-up nonwords, and halexige as rapidly as possible whether the
presented letter string is an existing word or bere were four types of words in Gerhand and
Barry’'s experiment: early acquired low-frequencyrég) late acquired low-frequency words,
early acquired high-frequency words, and late aeglunigh-frequency words. For each type, 16

words were selected so that they differed as magioasible on the two variables of interest and



were matched on a number of control variables vkod frequency, Gerhand and Barry used
two sources: Kéera and Francis (1967; American English) and Haffland Johansson (1982;
British English). AoA estimates were based on nocoikected by Gilhooly and Logie (1980),
who asked participants to estimate at what ageftrstyfearned each word, using a 7-point scale
(where a rating of 1 was to given to words acquiretiveen the ages of 0 and 2 years, and a
rating of 7 was given to words acquired at ageriBader). The control variables were word
concreteness, imageability and length (numberttdri®). Figure 1 gives a summary of the

stimulus characteristics.

KF Freq. HIJ Freq. AoA
Stimuli M Range M Range M Range Con. Imag. Length
Early, high-frequency (e.g., cousin) 2063 51-847 1979 19953 267 2.19-292 505 525 5.6
Early, low-frequency (e.g., rattle) 42 0-9 4.6 0-17 271 2.19-297 492 535 5.6
Late, high-frequency (e.g., union) 146.2 57-382 121.1 40206 482 450-539 452 495 59
Late, low-frequency (e.g., marvel) 33 0-9 2.6 0-13 491 442552 503 5.4 5.6

Figure 1: Stimulus materials as used in a typical factorial psycholinguistic experiment. The two variables
manipulated are word frequency (frequency per million words, coming from two different sources) and
age of acquisition (rating from 1 to 7). The three control variables are word concreteness, imageability
and length. Each of the four experimental conditions contained 16 words.

Source: Gerhand & Barry (1999, Figure 1).

In addition to the words, 64 nonwords were creasedhat participants could decide whether a
presented letter string formed an existing wordair The nonwords were created by using real
words of the same length as each of the stimulugsvand altering one or more letters. All
nonwords were pronounceable, and none were homaptmreal words. Examples of the
nonwords used werelt, hish, condim, and fashmoort@nally, 20 practice stimuli were created
along the same lines, consisting of 20 medium-feagy words (with counts between 10 and 50
per million) of medium AoA (with ratings betweeraid 4.5), so that the participants had some

experience with the task before they started thkengperiment.

As Figure 2 shows, Gerhand and Barry (1999) foundfgect of AoA as well as frequency on
lexical decision times, indicating that both vatesbinfluence word processing. In addition, they
observed an interaction effect, such that the aqy effect was larger for late acquired words

than for early acquired words, or that the AoA effi@as larger for low-frequency words than



for high-frequency words. These findings undermifedrison and Ellis’s (1995) claim that the

word frequency effect was an AoA effect in disguise
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Figure 2: Results obtained by Gerhand & Barry (1999, Experiment 1), suggesting that both AoA and
frequency affect lexical decision times and, in addition, interact with each other.

1.2 Limitations of factorial designs

Factorial designs have been popular in psycholstmgsi because they allow researchers to have
a very precise look at the effects of isolatedatalgs, even if these effects are small relative to
the overall variability in the data, as is oftee tase in word recognition research. Indeed, it can
safely be stated that a factorial design is thg waly to investigate the contribution of a
theoretically important variable that is expectedhave but a small effect on overall processing

times.



At the same time, the limitations of factorial dge are becoming clear, as can easily be
illustrated with Gerhand and Barry’s (1999) study.

1.

Extreme words may be exceptional. By looking exclusively at the extreme values of a
dimension, researchers may be focusing too mudtionli that are not representative for
the entire continuum. For instance, the first acgplivords all involve references to the
world of a toddler, particularly if they are of Idnequency in corpora. Examples of these
words in Gerhand and Barry (1999) aary, fisherman, berry, rattle, peep, knitting,
tablespoon, vase&imilarly, many of late acquired high-frequencgrds are related to
studying and sciences. Examples atadent, union, science, president, degree, profess
This is the more a problem because the number odsyger condition is rather small (only
16), putting a lot of weight on a few observations.

No information about theinfluence of the variable acrossthe entire range. A factorial
study gives very sparse information about the arilte of the variable across the entire
range. In general, it only provides two referenomts between which a linear relationship is
assumed (as shown in Figure 2). In addition, bexthere is no information about the curve
of the distribution, the end points are selectethenbasis of very little information. A look

at the frequency values used by Gerhand and Baigyre 1) illustrates that they considered
high-frequency words to have a frequency of moaa thO per million and low-frequency
words to have a frequency of less than 10 peranil{given that the Ktera and Francis
frequencies were the norm in the 1990s, it is yikkht stimulus selection was based on them
and that the comparison with the Hofland and Jamnseasures was added later).

It isdifficult to takeinto account all important control variables. Gerhand and Barry’'s
study illustrates another problem: How can we be that all relevant control variables have
been taken into account? Apart from the fact thatwords came from different realms of
life, as illustrated above, there are two otheraldes not taken into account, which have
been shown to influence word processing times (Bagg et al., 2011). These are the
number of syllables in the word and the similatdyther words (with various measures,
such as the number of orthographic or phonologieajhbors, the Levenshtein distance with

the closest neighbors, or the bigram frequencig¢kefetters). Apart from these two



variables, there is a plethora of other varialites &t some point have been claimed to
influence lexical decision times and that idealipsid be controlled as well (Cutler, 1981).
No information about therelative importance of the variables. One reason why there is

no consensus about which variables to controlasfctorial designs give very little
information about the relative importance of theafales. All they provide, is whether the
effect is statistically significant or not. The daif Figure 2 suggest that the effect of
frequency is similar to that of AoA. However, aéire depends on the end points that were
chosen: To which extent are they comparable? Awilsee below (Figure 4), Gerhand and
Barry (1999) missed more than half of the frequegfégct by only using words with
frequencies higher than 1 per million words.

A large proportion of unusual words are crammed together in a psycholinguistic
experiment. Another problem with factorial designs is that tnafsthe time participants are
confronted with many rare words in a short expenmEgor instance, more than half of the
words in the Gerhand and Barry study were words@mered at best a few times in a year.
It is not clear to what extent this influences dleeision criteria participants adopt to separate
the words from the nonwords. In the worst cass, ¢bild lead to processing strategies no
longer representative of normal word processing.

Word characteristics cannot be manipulated experimentally. The main reason for the
above problems is that word characteristics ameutis specific. Ideally, in an experiment
one can assign stimuli to one or the other condidbrandom or in a counterbalanced design.
This is the case, for instance, in semantic pringxgeriments, where target words (e.g.,
doctor, caj are preceded by related primesiiise dog or unrelated primeg(rse log), and
one investigates how much faster the target warelseecognized when they are preceded by
related primesnurse-doctor, dog-cathan when they are preceded by unrelated primes
(purse-doctor, log-cat Critically, in such experiments the experimeritas full control over
which words are presented in the related and ueck@onditions. So, some participants will
see the combinatiomaurse-doctor(related) andog-cat (unrelated), whereas other

participants will get the sequengasrse-doctor(unrelated) andog-cat(related). In this way

For what it is worth, on the basis of our experiences we have the impression that the effects of variables

are larger in lexical decision experiments containing only a few words with extreme values of a variable than in
experiments where the words are embedded in a larger variety of stimuli, arguably because participants tune into
the word features that distinguish them from the nonwords.
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the semantic priming effect is not confounded leytdrget stimuli in the two conditions
(across participants the same target words aremies in the related and the unrelated
conditions). Such counterbalancing is not possibktudies investigating the properties of
words themselves. Gerhand and Barry could not askgwords at random to the various
conditions (let alone counterbalance them); aly tbeuld do waselectthe words in the
various conditions. This implies that their studgsanot a real experiment but a correlational
study in disguise. Any effect found between theditions could be a function not only of
the variables manipulated but also of possible mamdis between the words in the various

conditions not taken into account.

1.3 Thealternative: Regression analyses of large numbers of words

The alternative to factorial designs is to coliéata for many (ideally, ‘all’) words and run
regression analyses on them. This type of anahgsseen promoted, among others, by Baayen
(2010), who concluded that “For predictors that@ag of a complex correlational structure,
dichotomization almost always leads to a loss atistical power. For such predictors, a ‘real’

experiment is not a factorial experiment but aeegron experiment.”

The regression approach with large numbers of waedsinitiated by Balota et al. (2004; see
also Spieler & Balota, 1997), who collected lexidatision times and word naming times for
2,428 monosyllabic English words, an enterprisé wes later extended to 40,000 words by

Balota et al. (2007). The collection of word pragiag data for a large number of unselected
stimuli is known in psycholinguistics as theegastudy approacfhe database for English

compiled by Balota et al. (2007) is called mglish Lexicon Project

The availability of processing times for large nwersof words makes it possible to examine the

influence of variables across the entire rangeatiies. In addition, one is no longer limited to

> The equivalent in semantic priming would be an experiment in which one compares words with related primes to
other words with unrelated primes (e.g., the prime-target pair dog-cat in the related condition is compared to the
prime-target pair log-bat in the unrelated condition; in such an experiment the difference between the related and
the unrelated conditions is not only a function of the type of prime used, but also of the target words used).
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linear regression analysis. Keuleers et al. (201fdb)nstance, mapped the word frequency
effect using nonlinear regression (Figure 3). Thbyerved that the word frequency effect was
indeed more or less linear for frequencies betwlepar 100 hundred million words and 10 per
million words, but leveled off for higher values. &ddition, nearly half of the effect was situated
below frequencies of 1 per million. The frequentiea was nearly absent for frequencies above
100 per million (in other studies, this could gd@s as 50 per million). So, if Gerhand and
Barry had included words with frequencies lowemntthigoer million words in their study, they

would have found a larger frequency effect thanaihe shown in Figure 2.

)
§ | 1 l | | | 1

900 - o =
3 0
= 850 4 % =
E %
o 800 — e o
E °
- 750 - le =
c o
o 700 o
@ o,
() _ o -
3 650 % .
= 600 -
L
x 550 — -
-
Q. T T T T T T T
i 2 41 0 1 2 3 4

Log10 Word Frequency per Million

Figure 4: The word frequency effect in the English Lexicon Project lexical decision data. The curve shows
that above a frequency of 100 per million (log10 = 2), there is no more difference between the stimuli.
In contrast, nearly half of the frequency effect is situated below frequencies of 1 per million (log10 = 0).
Source: Keuleers et al., 2010b.

Along the same lines, authors have looked at tfeetedf AOA across the entire range
(Kuperman et al., 2012) or the effects of word maéeand word arousal [whether a word is
experienced as positiveynshing or negativerfioleste), and how much arousal it provokes
(low: grain; vs. high:lover); Kuperman et al., 2014). Because of the usefslpéshe data from
the English Lexicon Project, similar megastudy dwtee been collected in Dutch (Keuleers et
al., 2010b), French (Ferrand et al., 2010), Brikstglish (Keuleers et al., 2012), and Chinese



(Sze et al., 2014). As the numbers of stimuli waresiderable, this also required the availability

of a good automatic pseudoword generator (Keuleddsysbaert, 2010).

2. A need for more and better word norms

2.1 Better measur es of word frequency

The availability of processing times for large nwershof words in turn increased the need for
more and better word norms. One of the first uséseomegastudy data indeed was to test the
usefulness of various word frequency measures {8aloal., 2004; Brysbaert & New, 2009).
For the first time, lexical decision times for tlsamds of words could be used as a validation
criterion to see how well the word frequencies pted lexical decision times. It immediately
became clear that the widely usedcKra and Francis (1967) measure was much less pvedic
than more recent measures, partly because of thkk sze of the corpus (only one million
words, making it impossible to account for the treacy effect below 1 per million words). It
also became clear that word frequencies basedmsdibtitles were better than word
frequencies based on books and newspapers (Brysbalw, 2009; Brysbaert et al., 2011; Cai
& Brysbaert, 2010; Dimitropoulou et al., 2010; Keets et al., 2010b; Mandera et al., in press a;
New et al., 2007; van Heuven et al., 2014). Thislkd to the creation of so-called SUBTLEX

word frequencies for various languages.

2.2 Subjective normsfor large samples of words

Another shortage that became felt was the limitediability of subjective word norms, the
most important being AOA measures, measures ofretgress, and measures of the affective
strength of the concepts referred to by the wdfdwsing subjective ratings for a few words only
becomes frustrating when one has access to woogssimg times and frequency measures for
tens of thousands of words. As a result, largeescatming studies have been designed to

collect these data. In American English, this waslitated by the availability of Amazon



Mechanical Turk (https://www.mturk.com/mturk/welcejna service making it possible to
contact thousands of users who are willing to mtewvord ratings for a feasible price. As a
result, subjective norms for AoA, concreteness @fettive values have become available for
most of the English words (Brysbaert et al., 20Kigqerman et al., 2013; Warriner et al., 2013).

The situation is more complicated in other langsags Amazon Mechanical Turk is limited to
the US. However, recent research in Dutch (Bryshael., 2014b; Moors et al., 2013) showed
that valid ratings can be obtained by asking pigdiats to provide ratings for up to 6,000 words,
if they are paid reasonably well and given enougie and freedom to complete the list. The
costs are the same, but the logistics become reasghle, as one can collect ratings for 30,000

words with a group of 100 participants (20 partéeifs per list, 5 lists).

2.3 More systematic collection of word stimuli

As databases grew larger, there was an increasetfoesystematicity in the word lists used.
Traditionally, psycholinguists relied on word listased on corpus research (i.e., the words
included in word frequency lists). However, for tveasons this was felt to be suboptimal. The
first problem is that word lists based on corpualysis include all types of non-interesting word
types (inflected forms, transparent compounds a@&miveld forms, proper nouns, typos, and so
on), which increase the costs of data collectinde&d, a corpus of a few hundred million words
easily provides a list of more than 500,000 tyjpedy some of which are interesting for a rating
study. The second problem is that there is an eleofecircularity if stimulus lists are
exclusively based on word frequency lists. In sligtl, it can be expected that the contribution
of word frequency will be overestimated, becausedw@bsent from the frequency list (i.e., with

a frequency of 0) are left out of consideration.

Ideally, one would have access to the full listvofrds in a language, as provided by the most
prestigious dictionary. Unfortunately, for commetaieasons publishers of dictionaries are
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unwilling to provide these data (or at least watisusly limit the use of theth Another option

is to compile a list oneself on the basis of défarcorpora and freely available word lists
collected by others (e.g., catalogs of shops). &lists are likely to miss some interesting words
known to a large proportion of the population, tam approach the ideal if they are updated
each time a new source becomes availaBleus far we made such attempts for Dutch and

English.

3. Crowdsourcing to find out which words are known

3.1 The Groot Nationaal Onderzoek [Big National Research] initiative

Having a ‘full’ list of words in a language is n&d interesting in psycholinguistics. More
important is to know which words are familiar tcopée and likely to be used by a sufficiently
large proportion of the population. These are tbedw that really matter. An opportunity to

collect such information arose when we were coathbly the Dutch broadcasting companies
NTR and VPRO, who wanted to run a nation-wide st{adypart of theiGGroot Nationaal
Onderzoek [Big National Researcpjogram). We took inspiration from the yes/no \mdary

test developed for second language proficiency tider & Broersma, 2012; Meara & Buxton,
1987). In this test, very similar to a lexical dgon task, a number of words are presented among
nonwords (typically in a 2:1 rati)and participants have to indicate which words tkreyw. A
penalty is given for nonwords wrongly selectedthsd participants are encouraged only to

accept those words they are (reasonably) certaintab

® For instance, it is unlikely that the word list can be made available freely to other researchers, as this violates the
publisher’s copyrights.

4 Since the initial compilation of the Dutch word list of 52,800 words in January 2013, we had to omit some
2,200 less interesting entries (mostly outdated compounds) and added more than 6,000 new entries we came
across.

> The 2:1 ratio is chosen because few participants know all words. Depending on their vocabulary size, the ratio
rapidly drops to the typical 1:1 ratio and even lower for participants with limited vocabulary. When the share of
nonwords is larger than that of words, people start reinterpreting the task in such a way that a no-answer
becomes the default response (Keuleers et al., 2012).
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In our version of the test (http://woordentest.udeat), each participant received a random
sample of 100 stimuli, roughly two thirds of whiatere words and one third nonwords (for
more information, see Brysbaert et al., 2014a,keuleers et al., in press). To make the test
rewarding for the participants, feedback aboutrtherformance was given in the form of the
percentage Dutch words they were estimated to kiibvg. was calculated as the percentage of
words selected minus the percentage of nonwordseously picked. As a result of the media
publicity and the feedback we provided (which coeddily be shared by participants on the
social media), the test went viral and after 8 rhenwas completed over 650,000 times.
Participants could do the test several times (fsrdint stimuli were selected each time), so that
the total number of participants was smaller tha@k6 Still it can be estimated we reached

about 2.5% of the Dutch-speaking population.

3.2 A new variable: Word prevalence

Because so many participants took part in the csownting study, we had on average 800
observations per word. This allowed us to calcula¢epercentage of people who know each
word, a variable we callord prevalenc€Keuleers et al., in press). Figure 5 shows the
correlation between word prevalence (percent knamd)the SUBTLEX word frequencies,
which have the highest correlation with the lexidetision times of the Dutch Lexicon Project
(Keuleers et al., 2010a, b).
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Figure 5: Correlation between word frequency (SUBTLEX) and word prevalence (percentage of words
known in the crowdsourcing study Groot Nationaal Onderzoek) for the 50+K Dutch words included in
the test. LogFrequency is based on 1 plus the number of observations in a corpus of 43.73 million words.

As expected, there was a positive correlation betweord frequency and word prevalence.
However, the correlation was rather modest (r 5 "d&®aning that only 25% of the variance in
word prevalence was predicted by log frequencyjpdrticular, we noticed that of the 52,800
words we presented, 22,000 were not in the SUBTLE&Xus of 43.7 million words (see the
black line at the left side of the graph). More ortantly, of these 22K words about half were
known to more than 75% of the participants. MantheSe words were compounds or derived
words, such aakkerbouw, baanbreker, bestuiving, bouwgrond, deetd; flitspaal,
globaliseren, gospelmuziek, hamsteraar, kijkcigedn, oppositiepartijen, overheidstaken,
postpakket, proeflokaal, puntbaard, ramptoeristhtsbeginsel, regeerakkoord, scheurkalender
This shows the importance of not starting exclugiftom the SUBTLEX list. Otherwise, these
words would have been unavailable for research {lamavord frequency effect on word

prevalence would have been overestimated). Sipjlarény of the words present only once or
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twice in the SUBTLEX corpus were known to nearlyparticipants. Examples include:
aanbidster, verfpot, zwerftocht, klapstoel, regelkwkaasplank, schietgebed, dorpsgenoot,

trekvogel, graanproduct, bierglas, inleidend, snsak kernwoord, kortharig

So, especially for the low-frequency words theee@mnsiderable deviations between word

frequency and word prevalence (the upper left cooh&igure 5).

4. Use of the new data for NLP research

Needless to say, the turn towards megastudiesigrahta collection makes psycholinguistics
more interesting for NLP researchers and computatiiinguists than the traditional, small-scale
factorial designs. These are some of the uses &vgalieour data are freely available at the
website http://crr.ugent.be/):

1. Analysis of the subtitle corpora. Word frequencies based on subtitles predict Iéxica
decision times better, arguably because the largusgd in films is closer to everyday
speech than the language used in written sourcgsrticular sources based on scientific and
encyclopedic texts. It will be worthwhile to inviggite whether the same is true for other
NLP measures, such as word association valuesnifiig factor with subtitle corpora is that
film producers may have some copyright over thdeus, so that the corpora cannot be
made available for download on the internet (usafg get access to them under the
condition of fair use).

2. Theuseof lexical decision data asa validation criterion. Above we saw how the lexical
decision times from the English Lexicon Project #melDutch Lexicon Project were used to
evaluate the quality of the existing word frequentgasures. The same can be done for other
word variables. For instance, estimates of orthglgiaand phonological similarity to other
words can be based on different parameters andferedit segments of the vocabulary
(e.g., all words vs. all words known by more th&¥®of the participants). It will be
interesting to see whether there are considerafigahces in the percentage of variance
accounted for between the various estimates anthehthere is some cross-language
convergence on which measure is optimal.
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3.

4.

Word norms as golden standar ds. Having human data to start from is ideal to testous
algorithms meant to simulate the human data. Fstante, our data on the affective values
of words (Warriner et al., 2013) are heavily usedlgorithms for text sentiment analysis
(Guerini et al., 2013; Muresan et al., 2013; Rupéahet al., 2014). Similar uses can be
foreseen for the AoA ratings (Vajjala & Meurers12) and the concreteness ratings (e.g.,
Hill & Korhonen, 2014; Polajnar et al., 2014).

Word prevalence as a new variable of word difficulty. Thus far, word frequency has been
used as the main proxy of word difficulty, for iaste in algorithms to calculate text
difficulty or to simplify texts. Figure 5 shows thiis is only a crude approximation of word
knowledge (Shardlow, 2014). Based on the crowdsogidata, we now have information
about how many people know each word in the Dwtalgliage. This will provide
researchers with a better measure to estimateveé df difficulty of language samples (e.g.,
books and documents aimed at people with diffgpesficiency levels). Similar attempts to
collect word prevalence values for ‘all’ words aterently taking place for English
(http://vocabulary.ugent.be/) and Spanish (httpdAbulario.bcbl.eu/). The data will

hopefully be released in the coming years.

5. Help from NL P resear chers

At the same time, psycholinguists depend on infmmfNLP research to bring the megastudy

approach to full fruition. Thus far, the input frddl.P has been most prominent in the

calculation of word frequencies. Although word focounting has its merits, the outcome is

much richer and more interesting when it is accamgghby part-of-speech information (further

described in Brysbaert et al., 2012). For someudaggs, such as Mandarin Chinese, this is even

a bare necessity, given that the words are wnitiémout spaces (Cai & Brysbaert, 2010). Part-

of-speech information indicates which role eachdyalays in a sentence and requires the

availability of high-quality automatic parsing, tagg and lemmatization algorithms. Another

recent addition has been the calculation of N-gcammts (sequences of N words), which makes

psycholinguistic research on the processing ofimait units possible (Arnon & Snyder, 2010;
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Baayen et al., 2011; Siyanova-Chanturia et al.12Qlanguages for which the required software

is not (yet) available, are at a clear disadvaniagleis respect.

Other NLP-based variables that are starting to afieence, are estimates of word and text
similarity (e.g., Turney & Pantel, 2010). For inste, Jones et al. (2012) argue that not so much
word frequency matters for the speed of word rettmgm but the semantic diversity of the
contexts in which the word is encountered (see ldtstman et al., 2013). This requires software
to gauge the semantic similarity of texts. Otheeexch looks at the semantic richness of words
(Recchia & Jones, 2012; Yap, Tan, Pexman, & Haxg®a2011). Here too, automatically

calculated measures of semantic richness and dekds for large numbers of words are needed.

More in general, there is a high need in psychailistics for NLP measures of word meanings
and word similarities, either based on the calcutadf word co-occurrences or on initiatives
such as Wordnet (Miller, 1995). In the former agmto, the meaning of words is gauged by
analyzing the surrounding words. There are varteakniques to do so (Mikolov, Le, &
Sutskever, 1., 2013; Turney & Pantel, 2010) witbreasing precision. One popular benchmark is
to see how well the algorithms perform on a vocatyulest with multiple choice items. This test
was introduced by Landauer & Dumais (1997) whery theveloped the Latent Semantic
Analysis (LSA) model of word meanings. To see ho&llthe algorithm worked, they tested for
80 words from a widely used multiple choice vocalbyltestTOEFL)how well the algorithm
could predict the correct alternative among fowicks. This was the case for 64.4% of the
items, similar to human performance. Since, moregrtul algorithms have been developed,
which select the correct alternative for all itefBsillinaria & Levy, 2012; see
http://aclweb.org/aclwiki/index.php?title=TOEFL _Sytym_Questions_(State_of the jart)

Wordnet is an electronic dictionary with entriesaairds organized in terms of their semantics.
Specifically, words with related meanings are iimi&ed by means of pointers that stand for
their semantic interrelationship. Wordnet was orddjly developed for English, but is becoming
available for other languages as well (e.g., Bletcél., 2006; Vossen, Bloksma, & Boersma,
1999).
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A question that is being addressed with NLP measofresemantic similarity, is to what extent a
limited number of word ratings (e.g., on AoA, cagteness, or affective values) can be used as
seeds to automatically calculate the values ofratloeds in the language. This is particularly
interesting for subjective norms that are not yetilable in large numbers, or for researchers
working in languages without extensive norms. Bestand Vincze (2012) argued that on the
basis of 1000 seed words, it is possible to caleulse valence of a new target word by
averaging the valence of the 30 seed words thegeamantically closest to the target word
(determined on the basis of an LSA analysis). Wask was recently extended by Mandera et al.
(in press b) to other measures of semantic sirtyland to other comparison methods. The

authors also examined the usefulness of the estinfiat psycholinguistic research.

It can be expected that the input from NLP to psliaguistics will increase further, as more and
more refined measures become available. In ourreque, there is one serious limitation in the
transfer of information, however. It is the tendgeNLP researchers have not to make their
measures available in an easy to read format. IBst software engineers, the proof of concept
is more important than the algorithm or the outgitthe algorithm. As a result, many potentially
interesting measures never reach the psycholingagisinmunity and are never validated on
human data. Certainly in the present age of magsigemation distribution, this is a missed
opportunity. LSA-based semantic similarity (Landa&eDumais, 1997) is still the most
frequently used NLP-type semantic variable in psjiolguistic research, not because the
measure is the best available (see above), butibedhere is an easy-to-use website that
calculates the measure for all words (and word ¢oations) in English

(http://Isa.colorado.edu/This makes the information not only availablggohnically literate

users, but also to beginning psychology studentthd same vein, a text file with the output of
an algorithm is much easier to use than the soéutself (often provided without the corpus on
which it operates). This is a small extra efforhieh in our view would very much increase the

impact of NLP on psycholinguistic research.

6. Conclusion

17



The turn to large datasets and megastudies in pBgghistics provides new opportunities for
collaboration with NLP researchers and computatibnguists, because the skills and the data
in the different domains are largely complement@ny.the one hand, we hope to have shown
that current technological and methodological depelents make the collection of human data
easier (and more affordable) than a few years Ag@. result, increasingly large datasets are
created. These can serve as input or criterioralkes for NLP research. At the same time, the
output of NLP algorithms is interesting for psydhglists. The chances of this information
being used depends on whether it is made availaldasy-to-use formats, which technically

less proficient people can use.
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