Reading text when studying in a second language: An eye-tracking study.
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Abstract

In this study, we investigated how eye movements are influenced by different text reading goals in participants’ first and second language (L1, L2). Participants had to read or study the contents of texts while their eye movements were recorded. One group was asked to read texts in L1 and L2 as they would read any expository text (informative reading). Another group was asked to study L1 and L2 texts for subsequent tests involving true/false questions (study condition). After reading, all participants (including those in the informative reading condition) completed the true/false tests without being able to further consult the texts. This allowed us to investigate to what extent reading goal and text language affect recognition memory for texts. In general, more reading time was spent on studying than on informative reading, which also resulted in higher test scores in the study condition. The L2 processing cost was larger in the study condition than in the informative reading condition: participants needed about 20% more time to study L2 texts. The results of various eye movement measures suggest that this is caused by slower word recognition processes and a smaller amount of information that can be processed simultaneously in L2. This was true not only for the first reading of the text, but also for the rereadings in the study condition. Interestingly, the additional time for L2 studying seemed to compensate for the less efficient processing, as the recognition test scores were the same in L2 as in L1.
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Introduction

In countries with a native language other than English, there is an increase in the use of English as a Medium of Instruction (EMI; Dafouz & Camacho-Miñano, 2016; Doiz, Lasagabaster, & Sierra, 2013). One of the consequences in higher education is an increase in the use of English textbooks. Bilinguals, defined by Grosjean (2008) as “… people who use two or more languages (or dialects) in their everyday lives” (p. 10), are thus expected to understand and remember the content of textbooks in a second language (L2) in which they are less proficient.

The focus of the current study is on the reading processes for academic texts written in the native language (L1) or L2, as well as memory for the text contents. Specifically, we investigated the effect of language on two distinct reading goals: informative reading, in particular reading out of interest, and studying, which we define in the current study as memorizing factual information to pass a subsequent recognition test.1 Eye tracking was used to identify similarities and differences in L1 and L2 text processing.

Models of purposeful reading try to explain how the reading process is affected by reading goals. According to the REading as problem SOLVing model (RESOLV; Britt, Rouet, & Durik, 2018; Rouet, Britt, & Durik, 2017), the reader constructs a context model and a task model. The context model consists of several features, such as the nature of the reading material (e.g., academic texts) and the reading goal. An academic text can for example be read to keep up to date with the new developments or for pleasure (i.e. informative reading), but it is also often material for subsequent students’ exams (i.e. it involves studying). The task model entails the subjective interpretation of the reading goal, which drives the reading approach (e.g., a quick skim of the text or a thorough analysis of its contents).
The current study is an investigation of the interaction between two types of contextual features: the specific reading goal and the language of the text, as there is a lack of research investigating whether (and how) reading processes changes when studying in L1 or L2. This is inevitable, given that multiple theoretical accounts in the field of bilingualism assume that L2 processing is less efficient than L1 processing. For example, according to the resource hypothesis, L2 processing is more demanding for working memory (Sandoval, Gollan, Ferreira, & Salmon, 2010). This higher cognitive load results in a smaller capacity for higher-order processing (e.g., building a mental model, inference making, etc.). Another example is the weaker links hypothesis (Gollan, Montoya, Cera, & Sandoval, 2008), which assumes that representations of L2 words function as low frequency L1 words: weaker and less detailed. These hypotheses can also be related to the Bilingual Interactive Activation + model (BIA+; Dijkstra & van Heuven, 2002). According to this model of bilingual reading, the linguistic networks of the two languages are shared, but the L2 representations at the early (orthographic/phonological) stages have a lower resting state level, so that it is more time and resource demanding to activate them.

Empirical evidence supports these assumptions: L2 words and sentences are indeed read more slowly than their L1 counterparts (Cop, Drieghe, & Duyck, 2015; Whitford & Titone, 2012) and students’ vocabulary retention is worse for L2 than L1 words (Gablasova, 2014). Furthermore, general L2 text comprehension seems to be somewhat weaker, as L2 readers show reduced inference making (Horiba, 1996; Pérez, Hansen, & Bajo, 2018). The questions then arise (a) whether these L2 costs have an influence on the study process of academic texts, relative to L1, and (b) whether study language affects the memory for the contents of the text.

A few studies investigated the matter. First, it was found that participants spend more time studying texts in L2 than in L1 (Chen & Donin, 1997; Donin, Graves, & Goyette, 2004).
In both studies participants read short L1 and L2 texts and orally recalled the contents in the same language as they had read them. The results on this subsequent free recall test showed inconsistencies between studies. In Chen and Donin (1997), the participants were Chinese-English bilingual university students (enrolled in a science program at an English-speaking university). Here, no L1 – L2 difference was found in recall, although Vander Beken and Brysbaert (2018) remarked that there was a trend towards an L2 recall cost in the Chen and Donin study, which may have failed to reach significance because of a lack of power. In Donin et al. (2004), English-speaking male officers enrolled in a French language program at the Canadian Forces took part and were divided in a high and a low L2 proficiency group. This time a significant L2 recall cost appeared, but this was mainly caused by a higher L1 recall performance for the low L2 proficiency group. The proficiency level was possibly confounded with prior knowledge, as the participants of the low L2 proficiency group were more acquainted with the contents of some of the texts. It is not surprising that L2 studying takes longer, for example given the slower processing rate in L2 reading (e.g., Cop, Drieghe, et al., 2015; Whitford & Titone, 2012). These studies however investigated differences between L1 and L2 reading with a reading goal more related to informative reading, whereas differences in the time course of the reading pattern while studying in L1 and L2 remain largely unexplored. Furthermore, it is interesting that this slower L2 processing does not always result in a diminished memory performance for the contents of the texts.

A second important finding is that the test type matters. In a free recall test, information must be retrieved from the text without memory cues, whereas recognition tests such as true/false statements provide very strong memory cues to the facts mentioned in the text. In Vander Beken and Brysbaert (2018), bilingual Dutch-English undergraduate students studied two single-page expository texts in L1 or L2 and they received a free recall test for one of the texts and a true/false judgment test for the other. Participants’ performance on the
recall test was much better in L1 than in L2, but there was no difference on the true/false recognition test. In a follow-up study, retaining only the recognition test, Vander Beken, Woumans, and Brysbaert (2018) found that recognition performance remained comparable in L1 and L2 even after a delay of up to 30 days. This suggests that the memorization of facts is similar in L1 and L2 and that the memory traces encoded in L2 do not decay at a faster rate than in L1. However, the L1 – L2 difference on the recall test suggests there is an L2 cost when access to the encoded information is not supported by memory cues. Vander Beken and Brysbaert (2018) provided two possible explanations for this recall cost.

One possibility is that it may be more difficult for participants to reproduce their thoughts in L2 than in L1 (e.g., Joh, 2006). In language production tasks, bilinguals indeed make fewer and slower correct responses and they show delayed retrieval in L2 (e.g., Gollan, Fennema-Notestine, Montoya, & Jernigan, 2007; Sandoval et al., 2010).

The other explanation involves the mental model of the text. It has been proposed that in order to comprehend the contents of a text and retain them in the memory, a mental model is formed (e.g., Britton, 1994; Goldman & Varnhagen, 1986; Kintsch, 1974; van den Broek, Young, Tzeng, & Linderholm, 1999). In van den Broek et al.’s Landscape model it has been suggested that each proposition in a text is translated into a specific pattern of activation related to the concepts involved. Although the information is assumed to be stored language-independently at the conceptual level, an important aspect of van den Broek et al.’s model is that the propositions are enriched by concepts that are co-activated together with the text words and that help linking the individual propositions. Vander Beken and Brysbaert (2018) proposed that a difference in richness between the propositions created in L1 and L2, caused by weaker (co-)activation of concepts in L2, could lead to the L2 recall cost, because there are fewer memory cues connecting the propositions. The recall cost could thus (at least partially) be situated at the encoding stage. Bilingual frameworks such as the earlier
mentioned weaker links hypothesis indeed suggest that the links between word forms and the underlying concepts are weaker in L2 than in L1 (Gollan et al., 2008). Therefore, the spread of activation through the conceptual network could be less extensive in L2, resulting in a less organized landscape.

The building of a landscape model of the text could also account for the findings of Donin et al. (2004), where prior knowledge turned out to be important. If the reader is already familiar with the concepts in a text, their larger conceptual network about the topic may help them to build a richer landscape. At present, it is not clear how this would interact with text language, although it might be hypothesized that it would be particularly helpful for the harder L2 condition.

The early stages of word recognition and sentence comprehension may already be a bottleneck in the development of a rich mental model in L2. According to the BIA+ model (Dijkstra & van Heuven, 2002), L2 lexical representations have a lower resting state level, so that it is more time and resource demanding to activate them. It has indeed been found that readers look longer at L2 words than at L1 words, already from the first encounter on, which arguably signals more effortful lexical access (Cop, Drieghe, et al., 2015; Whitford & Titone, 2012). As in most word recognition models lexical access precedes semantic activation, it can be assumed that it will take longer to activate a word’s meaning in L2, which could lead to a poorer development of the mental model of a text.

To summarize, two main findings show up in studies comparing studying texts in L1 and L2. First, performance on a yes/no recognition test is equal in L1 and L2, but an L2 cost appears in more demanding recall tests (Donin et al., 2004; Vander Beken & Brysbaert, 2018). Second, participants need more time to study in L2 than in L1 (Chen & Donin, 1997; Donin et al., 2004). This indicates that a specific feature, text language, influences the reading process (in line with the RESOLV model; Rouet et al., 2017). Bilingual frameworks
such as the weaker links account (Gollan et al., 2008) and the BIA+ model (Dijkstra & van Heuven, 2002) provide an explanation for the finding that L2 processing is more effortful compared to L1. Yet, questions remain about the differences between L1 and L2, i.e. is not clear where this longer L2 study time originates from. For instance, we do not know whether the longer L2 study time is entirely caused by the longer time needed to identify the individual words (processing the so-called shallow structure of the text) or also by extra time needed to integrate the sentences into a mental model of the text (building the deep structure of the text). A technique that can provide a more detailed view is eye tracking.

**Eye movement research**

Eye tracking is a non-invasive technique with which the eye movements can be registered while people are reading a text. It has a high precision in time and space and allows to see where in the text people move their eyes to (with so-called saccades) and where and how long they stay there (measured as a fixation). In this way a lot of valuable information becomes available about how people process a text (Boston, Hale, Kliegl, Patil, & Vasishth, 2008; Rayner, 1998, 2009; Rayner, Chace, Slattery, & Ashby, 2006). It can, for example, show us how reading differs when people read a text for pleasure and when they study it for a test.

A distinction is usually made between measures of early and late processing. Early processing refers to word recognition and is typically measured with dependent variables such as fixation duration and saccadic amplitude. First, there is fixation duration: how long does it take before the reader moves their eyes? This is particularly relevant when there is only one fixation on a word, because then the fixation duration can be taken as a measure of word processing time. The second measure is the amplitude of the eye movement, the so-called saccade size. In particular the size of forward saccades is important for early processing, as it indicates how much information can be processed simultaneously (typically
about 7 to 9 characters, Liversedge & Findlay, 2000). These measures give a good idea of word recognition and the processing of the shallow text structure. In general, texts with easy words, will have short fixation durations and longer forward saccades. Similarly, proficient readers will have short fixation durations and longer forward saccades than less competent readers.

The late processing eye movement measures involve regressions to earlier parts of the text and rereading of (parts of) the text. They include measures such as the regression rate or time (the number or summed time of fixations in the regression), and total reading time (the total time the eyes spent on a word or part of a text). These measures are more related to understanding the propositions in the text and linking them to the mental model (i.e., the deep structure), although short-range regressions could also indicate that one of the previously read words was not well understood. Because the late processing measures all involve rereading of text, the stage in which the early processing are measured is often called first-time reading or first pass reading.

A possible limitation is that for detailed eye movement analysis, reading from a screen with the head fixed in a head- and chinrest is needed. Several studies investigated whether there are differences in reading behavior and text comprehension between reading printed texts or from a screen. Whereas the eye movement patterns and reading speed are similar for print and digital reading (Noyes & Garland, 2008; Zambarbieri & Carniglia, 2012), it was found that recall for key points is slightly better for print than for digital reading (Singer & Alexander, 2017) and text comprehension is somewhat better for reading on paper than on screen (Delgado, Vargas, Ackerman, & Salmerón, 2018). It seems that the specific task circumstances play an important part, as for example the text subject is of importance: a comprehension advantage for digital reading was found for English language arts and social studies, but comprehension was better with printed text for mathematics (Kingston, 2008).
**L2 reading.** Eye tracking has been applied to investigate word-level characteristics such as word frequency. It has been found that the word frequency effect is larger in L2 than in L1, resulting in longer fixation times on low frequency words in L2 (compared to low frequency words in L1; (Cop, Keuleers, Drieghe, & Duyck, 2015; Whitford & Titone, 2012). This is relevant for the present study because academic textbooks often contain difficult, domain-specific, low-frequency words, so that we can expect longer fixation times when studying in L2.

Concerning the text-level, a study by Cop, Drieghe, et al. (2015) revealed a difference in processing efficiency between L1 and L2 reading for pleasure: participants made more and longer fixations, smaller saccades, and skipped fewer words in L2. The authors attributed these differences to slower word activation and verification processes in L2, and suggested that a general reduction in the rate of lexical processing could explain why readers are less good at processing text in L2. Note that in the study of Cop, Drieghe, et al. (2015), the material was a murder mystery. As academic texts often contain complex syntactic sentences, this could be an additional challenge in L2, both when reading and when studying texts. The exact changes in text demands for L2 readers are largely unknown, leading to the need for the current study.

**Reading goal and information centrality.** Next to the language of the text, two other contextual features have been investigated with eye tracking. These are to what extent text processing depends on *information centrality* (i.e. how important the proposition is within the text; Kintsch, Kozminsky, Streby, McKoon, & Keenan, 1975; Miller & Keenan, 2009; Yeari, Oudega, & van den Broek, 2017) and on the *reading goal* (Yeari, van den Broek, & Oudega, 2015). For example, it takes participants longer to read a sentence for the first time (i.e., the first-pass reading time) if it contains central information than when it contains peripheral information (Hyönä & Niemi, 1990). In Yeari et al. (2015), this was true for various reading
goals (informative reading, reading to prepare a presentation, reading to prepare for a closed-question test and to prepare for an open-ended question test). However, the difference between central and peripheral information disappeared for the total reading time of the texts in the two conditions with test purposes, arguably because the readers realized that questions were unlikely to be limited to the central information. Furthermore, participants had longer total reading times and made more fixations when preparing for tests compared to informative reading. These results indicate differences in text processing based on the reading goal. Regarding studying, a text is more thoroughly read when a test is expected, and more attention is directed towards peripheral ideas when re-reading the text for test preparation. A remaining question we address is whether this information centrality effect for different reading goals is similar in L1 and L2. As previous research suggests that L2 reading is more demanding (Cop, Drieghe, et al., 2015; Pérez et al., 2018; Whitford & Titone, 2012) this might induce changes in attention to either central or peripheral information.

The processing differences in Yeari et al. (2015) also resulted in different accuracy scores on subsequent recognition tests: test scores were higher in the two test purpose conditions than for informative reading, and participants’ accuracy was higher on central information questions than on peripheral information questions. This was true for all reading goals. Finally, Yeari et al. (2015) reported relatively low correlations between total reading times and test accuracy, indicating that the strength of a memory representation is only partially determined by the time spent fixating the relevant information.

In the current study, we will extend the investigation of different reading goals to the bilingual domain, as no eye movement study currently exists of reading to memorize information in L2. In reading models such as RESOLV (Rouet et al., 2017), text language is often not explicitly mentioned as a context feature, although the previously discussed research suggests that it could have a major impact on reading processes. Furthermore, the
study of Yeari et al. (2015) showed differences in information centrality effects, as shown in reading times, depending on the reading goal, with more importance attached to peripheral information when the reader expects a test. In the current study we investigated whether a similar pattern of results as a function of reading goals is found in L2.

**Current study**

We presented participants with four texts that are representative for materials students have to study in higher education, two in L1 (Dutch) and two in L2 (English). As such, language was manipulated within-subjects. The reading goal was manipulated between-subjects: half of the participants had to memorize the content of the texts to prepare for a true/false judgment test, the other half did an informative reading of the texts. Yet, all participants received the same tests afterwards. We monitored the eye movements of the participants during their reading of the texts in order to gather information on both early, shallow and late, deeper processing (e.g., first time reading vs. rereading), so that we could look in detail at how the initial processing of the texts differed as a function of language and reading goal, and how subsequent processing differed.

We coded the information units in our texts according to their information centrality, so that we could assess the effect of this variable on text processing under the influence of the different context features (language and reading goal). Information units according to Yeari et al. (2015, p. 1076) consist of a “main predicate, its arguments […] and the adjectives and/or adverbs of these arguments”.

The design allowed us to address the various outstanding issues in the domain of bilingual reading and studying. In particular, the following four research questions were addressed:

RQ1. What are the differences between the eye movement patterns in L1 and L2 studying?
When preparing for a test, L2 studying takes longer than L1 studying (e.g., Chen & Donin, 1997; Donin et al., 2004), but it is not clear where this longer study time comes from. Studies on reading, such as Cop, Drieghe, et al. (2015), suggest that the difference may originate from the initial reading (encoding the shallow structure). So, we expected longer and more fixations for the initial reading of L2 text. Further, it is interesting whether there are still differences between L1 and L2 studying after first pass reading (i.e., once the information is initially encoded).

RQ2. Is the effect of reading goal on the eye movement pattern similar in L1 and L2?

In L1 eye movement research, it was found that a specific reading goal (informative reading vs. preparation for a test) affects the reading strategy for a text, and that this is particularly true for peripheral information units (Yeari et al., 2015). Our L1 results will serve as a replication of this finding. Furthermore, the L2 pattern can reveal whether participants show the same adaptation of their reading process to the reading goal in L2. In L1, we expected a pattern similar to that of Yeari et al. (2015): (a) longer reading times and more fixations for the study condition compared to reading, (b) a longer first pass time for central than peripheral information in both reading goals, and (c) an interaction between reading goal and information centrality for the total reading time: the central-peripheral difference remains for reading, but disappears for studying. We expected a similar pattern in L2 and assumed that each possible deviation could be an indication of less optimal processing.

RQ3. Is the memory trace, as tested by a cued recognition test, affected by language, reading goal and/or information centrality?

Several studies have shown that memory performance is not always equal in L1 and L2, particularly in recall tests (Donin et al., 2004; Roussel, Joulia, Tricot, & Sweller, 2017; Vander Beken & Brysbaert, 2018). In the current study, we investigated performance on a true/false judgment task. So, we expected that the accuracy scores would be equal in the L1
and L2 study conditions, following the results of Vander Beken and Brysbaert (2018). In combination with our expectations for the reading measures, this would mean that although the memorization of L2 information comes with an encoding cost, the less efficient and slower L2 text processing does not harm later recognition processes. New in the present study is that we can examine whether this is true for both central and peripheral information units in the texts. Furthermore, we expected higher test accuracy in the studying condition than in reading, and better scores for central than for peripheral information (cf. Yeari et al., 2015).

RQ4. Are fixation times of an information unit an adequate predictor of test accuracy scores of that unit?

Finally, a lot is known about the underlying (cognitive) processes that influence eye movements (e.g., Boston et al., 2008; Rayner, 1998), but to date there has been only one study (to our knowledge) that investigated whether longer fixation times correspond to an improved memory trace (Yeari et al., 2015). In general, they found low correlations, but in a separate analysis of the closed-question condition (which is similar to our testing condition), the correlation between total reading time and accuracy score was significant. As the true/false statements of our tests correspond to the individual information units, our experiment was perfectly suited to further investigate the relation between fixation time and test score. We expected to obtain a similar result as Yeari et al. (2015).

To answer the research questions properly, we decided to include several covariates in the analysis of the eye movement measures and the accuracy scores. In eye movement research, there are well-established findings of variables influencing reading times, such as word frequency (Cop, Keuleers, et al., 2015; Whitford & Titone, 2019), word length (Drieghe, Brysbaert, Desmet, & De Baecke, 2004; Rayner, Slattery, Drieghe, & Liversedge, 2011), the number of words in the unit (or unit length; (Cop, Drieghe, et al., 2015), and language proficiency (both in L1 and L2; Cop, Keuleers, et al., 2015; Whitford & Titone,
As we do not specifically control these variables in our experimental design or test material, we found it important to include them in the analyses.

Importantly, some of the above mentioned studies showed language differences in the effects of these variables on reading behavior, such as a larger frequency effect in L2 than in L1 reading (Cop, Keuleers, et al., 2015; Whitford & Titone, 2019). The BIA+ model (Dijkstra & van Heuven, 2002) offers an explanation for this specific effect: the frequency effect is driven by the amount of exposure to a word, leading to lower resting state levels for low frequency words, which in turn requires more time to recognize these words. For a bilingual reader, language differences occur in the amount of exposure to the words in both languages (there is less exposure to L2 words), causing a larger frequency effect in L2 than in L1. Furthermore, the RESOLV model (Rouet et al., 2017) suggest that contextual (e.g., language) and task (e.g., reading goal) specifications influence reading behavior. As such, we decided to include interactions between language, reading goal and the control variables.

Following the same reasoning, for the accuracy score analysis we included factors that could influence the memorization of information: text perception (Vander Beken & Brysbaert, 2018), language proficiency (Droop & Verhoeven, 2003), reading motivation (Andreassen & Bråten, 2009) and prior knowledge about the topic (Coiro, 2011; Kendeou & van den Broek, 2007).

**Method**

**Participants**

Eighty first-year bachelor students at the Faculty of XXX of XXX University took part in the experiment (M\(_{\text{age}}\) = 19.39, SD\(_{\text{age}}\) = 4.66; 67 females). They were all Dutch native speakers, who received formal English education from age 14 on, and who were exposed to English regularly through (online) media. Hence, they were proficient, but L1 dominant and late bilinguals (see Table 2 for language proficiency ratings). Their average score on the
Lexical Test for Advanced Learners of English (LexTALE, Lemhöfer & Broersma, 2012, see below) was 73, which corresponds to CEF level B2 (upper intermediate proficiency). As the majority of their handbooks are in English and they regularly need to consult academic articles for coursework, these students read academic texts in L2 on a daily to weekly basis. The participants were asked to sign an informed consent and received course credit as well as an additional payment of €5 for their participation. All participants had 20/20 or corrected-to-normal vision.

Materials

Texts. Four texts were used in the current experiment: two expository texts (“Sea otters”, “The Sun”) and two academic texts (“Metacognition”, “Problem solving”). We did not include the distinction of text type in our analyses, as this was not a topic of interest for the current study. The length of the texts varied between 248 – 432 words in Dutch, and between 285 – 421 words in English. All texts were presented in Arial, size 18 black letters on a white background with 1.5-line spacing. All texts fitted on one screen.

The expository texts about the Sun and the sea otters were taken from Roediger and Karpicke (2006). Vander Beken and Brysbaert (2018) translated the English texts to Dutch, and matched the different language versions on semantics, word frequency and word prevalence (see Vander Beken & Brysbaert, 2018, for a detailed description).

The academic texts were taken from peer-reviewed research articles (metacognition: Efklides, 2006; problem-solving: Mayer, 1998), as these constitute typical learning materials for university students. The original English texts were translated by a content expert to Dutch and checked by a native speaker. Both language versions were compatible in style, content, structure and length.

The four texts were divided into information units. These units were the specific interest areas for which the eye movements were monitored (see Table 1 for unit
characteristics). Roediger and Karpicke (2006) divided the texts about the Sun and sea otters into 30 propositions or ideas. In a few cases, we further divided propositions that contained several units of factual information (such as a name and an event). Similar to the expository texts, the academic texts were also divided in information units. Take the following sentence (from “The Sun”) as an example: “About 5 billion years from now, the core of the Sun will shrink and become hotter”. This sentence contains three information units: (1) “About 5 billion years from now”; (2) “the core of the sun will shrink”; (3) “and [the core will] become hotter”.

To obtain information centrality ratings, the units were rated on a 5-point Likert scale. The instruction for this task was the following: “Indicate how important you think the content of every unit is in this text by circling the corresponding number from 1 (totally unimportant) up to 5 (very important)”. The units were rated by 10-12 experts (PhDs or PhD students in marine biology and astronomy or educational sciences) and 6-10 students (psychology or educational sciences). The average of all ratings was taken per unit.

Table 1

*Descriptive Statistics of the texts of the current study, averaged over information units per language and information centrality type (standard deviations between parentheses).*

<table>
<thead>
<tr>
<th></th>
<th>Dutch (L1)</th>
<th></th>
<th>English (L2)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>unit length(^a)</td>
<td>average word length(^b)</td>
<td>average word frequency(^c)</td>
<td>unit length(^a)</td>
</tr>
<tr>
<td>Central</td>
<td>11.55 (3.54)</td>
<td>6.09 (1.78)</td>
<td>5.30 (0.59)</td>
<td>11.86 (4.48)</td>
</tr>
<tr>
<td>Peripheral</td>
<td>9.9 (4.56)</td>
<td>5.48 (1.00)</td>
<td>5.38 (0.57)</td>
<td>9.68 (4.22)</td>
</tr>
</tbody>
</table>

\(^a\)The number of words in the information unit; \(^b\)The average word length of the words in the unit; \(^c\)The average word frequency.
Zipf SUBTLEX frequency of the words in the unit: SUBTLEX-NL for Dutch words (Keuleers, Brysbaert, & New, 2010), SUBTLEX-UK for English words (van Heuven, Mandera, Keuleers, & Brysbaert, 2014).

**Tests.** Ten true/false statements were created for each text, five of which related to the most central units and five to the most peripheral units. We already had this information for “The Sun” and “Sea otters” (Vander Beken & Brysbaert, 2018). For “Metacognition” and “Problem solving”, De Bruyne, Aesaert, and Valcke (2017) developed knowledge mastery tests to measure domain-specific content knowledge. The true/false statements were created out of almost literal sentences from the knowledge tests. Two example statements are: “Sea otters keep warm by means of their double-layered fur”; for the “sea otters” text; “Metacognitive experiences are based on the outcome of monitoring task-processing features”; for the “metacognition” text. The reliability coefficient \( \omega_t \) for the four tests ranges between .61 and .75.

Participants had to complete the tests on the open source survey software tool Limesurvey (version 2.05; http://www.limesurvey.org). Students made true/false judgements after the following instruction: “Are the following statements true according to the text? Answer with yes (true) or no (false)

**Additional questionnaires.** The participants completed a questionnaire concerning their perception of the text and their reading motivation in Dutch and English. All these single-item questions involved ratings on a 7-point Likert scale, on which only the extreme values were labeled (ranging from “not at all” (1) to “very much” (7)). For text perception, participants were asked the following questions about each of the texts: how interesting they found them (text interest), how difficult they found the content of the text (content difficulty), and to which degree they were already familiar with the content (prior knowledge). For reading motivation, participants were asked for each language how much they like to read (reading motivation), their personal judgment of their reading capability in that language
(reading self-efficacy) and how important they thought it was to be able to understand texts in that language (perceived reading importance). Finally, participants completed the Dutch and English version of the LexTALE (a language proficiency test; Lemböfer & Broersma, 2012), as well as self-ratings of their L1 and L2 proficiency on a 5-point Likert scale (see Table 2). The LexTALEs were programmed in C with Tscope (Stevens, Lammertyn, Verbruggen, & Vandierendonck, 2006), the additional questionnaires were presented on Limesurvey. The reliability coefficient $\omega_t$ for the LexTALEs was .61 for the Dutch version and .78 for the English version. The low reliability of the Dutch LexTALE is due to a ceiling effect. The test is meant for advanced L2 speakers and intended to be of comparable difficulty as the English LexTALE. Indeed, we see that the scores on the Dutch LexTALE as L1 are considerably higher ($M = 89$) than those on the English LexTALE as L2 ($M = 73$). We report no reliabilities for the other measure as these are all based on single items.

Table 2
Descriptive statistics of the participants’ language proficiency (standard deviations between parentheses)

<table>
<thead>
<tr>
<th></th>
<th>Dutch (L1)</th>
<th>English (L2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LexTALE score</td>
<td>88.92 (5.41)</td>
<td>72.89 (9.75)</td>
</tr>
<tr>
<td>Self-ratings</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading</td>
<td>4.91 (0.33)</td>
<td>3.48 (0.78)</td>
</tr>
<tr>
<td>Listening</td>
<td>4.96 (0.19)</td>
<td>3.79 (0.67)</td>
</tr>
<tr>
<td>Writing</td>
<td>4.79 (0.47)</td>
<td>3.11 (0.78)</td>
</tr>
<tr>
<td>Speaking</td>
<td>4.98 (0.16)</td>
<td>3.48 (0.78)</td>
</tr>
</tbody>
</table>

Note: the scale for the LexTALE is [0 - 100]; for the self-ratings it is [1 - 5]

Apparatus. The eye movements were monitored with an Eyelink 1000+ (desktop mount version; SR Research). Only the dominant eye was recorded at a sampling rate of
1000Hz, the spatial accuracy lies between 0.25 and 0.5 degrees of visual angle. The texts were presented on a 24-inch screen (1920 x 1080). The participants were seated in a comfortable chair at approximately 95cm of the screen. During the reading or studying of the texts, their head rested on a chin- and headrest mounted to the table. The questionnaires were presented on a Dell Latitude E5550 laptop with a 15.6-inch monitor.

**Procedure**

The participants were welcomed by the experimenter and they received oral instructions about the experiment. The experimenter was a faculty staff member who did not have a teaching assignment in the relevant participant pool. Participants in the studying condition were asked to study the text in order to be optimally prepared to complete the true/false test afterwards, as they would do for a regular university exam. Participants in the informative reading condition were unaware about the subsequent tests, and they were asked to read the texts like they would encounter them in a magazine or on a website. Participants were tested individually and the entire experiment took place in the same room.

After these initial instructions, participants sat down on a chair in front of the eye tracker. Before the presentation of the first text, a 9-point calibration was performed.iii Participants were then given a maximum of 10 minutes to read or study the first text. The text was removed from the screen after the 10 minutes expired, or participants could press the spacebar when they finished earlier. Between texts, they were allowed to take a small break. Before the presentation of each following text, a new 9-point calibration procedure was run. There was always a switch of language between texts: if the first text was an L2 text, the following would be an L1 text, and so on. Text and language order were counterbalanced across participants, so that each text could either be the first, second, third or fourth text, and it could be presented either in L1 or in L2. The maximum interval of 10 minutes remained the same for all texts.
After studying or reading the four texts, participants had to complete the four comprehension tests with true/false questionnaires. Participants in the informative reading condition were only informed about the tests at this point of the experiment. The order and language of the tests was the same as the presentation of the texts in the studying / reading phase.

After completing the tests, the participants were first presented with the additional questionnaires, then the Dutch and English LexTALEs (the order of these two was determined by the language of the first text they read: if this was an L1 (Dutch) text, the Dutch LexTALE was completed first) and finally the proficiency self-ratings. The entire session lasted about 60 minutes for reading and 90 minutes for studying.

**Data Analysis**

All data-analysis was performed in R (version 3.4.1, R Core Team, 2017). For the (generalized) linear mixed effects models ((G)LMMs), lme4 (1.1-13) and lmerTest (for computation of p-values; 2.0-33) packages were used. Effect sizes (Cohen’s d) were calculated using the Westfall, Kenny, and Judd (2014) procedure for LMMs. For the interpretation of this effect size, it is important to know that it is much lower than d-values based on condition means (as happens in ANOVAs), because Westfall et al.’s (2014) effect size is calculated relative to the variability between participants and the variability between items. Brysbaert and Stevens (2018) reported that a d-value of .09 calculated with Westfall et al.’s (2014) equation turned into an effect size of d = .30 when calculated in an ANOVA over participants on condition means based on 40 items, and to d = .80 when the condition means were based on 350 items.

**Eye movements.** In order to assess the effects of language, reading goal and information centrality, we made a distinction between five eye movement measures. Two of these relate to shallow text processing: first pass reading time (the time it took to read an
information unit for the first time), which involves the time needed to correctly identify the words and familiarize with the content of the text, and saccadic amplitude (the size of forward eye movements readers make, progressing through the text). The other three variables relate to deep structure processing. The total reading time (the summed duration of all passages) and the fixation count (the total number of fixations made on all passages) are informative for text comprehension difficulty (what is difficult needs to be fixated more and longer). Finally, the regression count (the number of times readers go back to a section of the text) shows how easily parts of the text are integrated: the need to look back to a word or part of the text is higher when it is not very clear how it fits in the rest of the text. A regression can also be made when a word is misidentified and needs revisits for a correct identification.

All eye movements were analyzed with Linear Mixed Models. These are regression analyses that are run across participants and stimuli and allow us to generalize both to other participants and other stimuli. Only data of the 10 units in each text with the highest / lowest information centrality were included in the analysis. The dependent variables were the five variables discussed above. The fixed effects structure consisted of our factorial design: language (Dutch/L1 or English/L2) x reading goal (studying or reading) x information centrality (central or peripheral). In addition, we included the covariates unit length (the number of words in the unit), average word frequency (the average Zipf word frequencies of the unit; Dutch frequencies from SUBTLEX-NL, Keuleers, Brysbaert, & New, 2010; English frequencies from SUBTLEX-UK, van Heuven, Mandera, Keuleers, & Brysbaert, 2014), average word length (the average number of letters of the words in the unit), and L1 and L2 proficiency of the participants (Dutch and English LexTALE scores). As mentioned earlier, the three-way interactions between language, reading goal and the covariates were also included. All continuous predictors were centered to reduce correlations between main effects and interactions. Using LMMs allows us to model both participant and information unit as
random intercepts to (a) account for genetic, developmental or social differences between participants and (b) be able to generalize to other information units and texts, as the current ones are not an exhaustive list of the space of possible words and sentences (Baayen, Davidson, & Bates, 2008). As each participant read texts in multiple languages, and each information unit could be presented in two reading goals, language was fitted as a random slope for participants and reading goal as a random slope for unit, respectively.

**Accuracy scores.** Due to the dichotomous nature of the true/false statements (they are either answered correct or false), the accuracy scores were analyzed with a GLMM. The dependent variable was the score for each true/false statement (1 for correct or 0 for incorrect). The factorial design was again included in the fixed effects (language x reading goal x information centrality), as well as covariates for reading motivation (self-efficacy, perceived reading importance, and reading motivation), text perception (prior knowledge, text interest, and content difficulty) and L1-L2 proficiency. Random intercepts for participant and question were included, the same random slopes were fitted as in the eye movement analysis.

To test whether the accuracy scores could be predicted by reading times, we calculated the correlations between the accuracy score and the timed eye movement measures (first pass time and total reading time). We only formally investigated this relation (by running statistical models with the timed measures included as predictor) for significant correlations.

**Results**

The data of four participants (three students in the studying condition, one student who read informatively) could not be included in the final dataset due to recording issues (mainly caused by head movements during the recording).
The tables with all the final model outcomes are presented in the Appendix. Pairwise comparisons (Tukey Multiple Comparison tests) were conducted if there was a significant interaction between two or all of the main predictors (language, reading goal and information centrality). In the case of a significant three-way interaction of a control variable with language and reading goal, a separate analysis was performed for (a) each language and (b) each reading goal. For each of the four resulting models, contrasts were run if the relevant interaction was significant to identify its specific pattern. Non-significant main effects or interactions including the control variables are not reported.

First, however, we briefly discuss the findings related to the questionnaires, to verify whether the two between-groups conditions are comparable.

**Questionnaires**

We first ran a between-group analysis of the variables of the questionnaires to check whether we can assume that the groups were equal (see Table 3). The Dutch and English LexTALE were analyzed with two-sample t-tests, the text perception and motivation measures with Wilcoxon signed rank tests (with continuity correction). A Dunn-Šidák correction for multiple testing was applied to determine significant differences ($\alpha = .00465$).

Table 3.

*Between-group comparison of the reading goal groups on proficiency, text perception and motivation measures (standard deviations between brackets).*

<table>
<thead>
<tr>
<th></th>
<th>Reading group</th>
<th>Study group</th>
<th>Test statistic</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dutch LexTALE (max = 100)</td>
<td>88.72 (5.54)</td>
<td>89.49 (5.08)</td>
<td>$t = 0.633$</td>
<td>.529</td>
</tr>
<tr>
<td>English LexTALE (max = 100)</td>
<td>71.86 (9.73)</td>
<td>74.51 (9.66)</td>
<td>$t = 1.193$</td>
<td>.237</td>
</tr>
<tr>
<td>Text Interest (max = 7)</td>
<td>3.81 (1.00)</td>
<td>4.50 (0.91)</td>
<td>$W = 1027$</td>
<td>.002</td>
</tr>
<tr>
<td>Content Difficulty (max = 7)</td>
<td>3.99 (0.70)</td>
<td>3.94 (0.92)</td>
<td>$W = 695$</td>
<td>.787</td>
</tr>
<tr>
<td>Prior Knowledge (max = 7)</td>
<td>2.03 (0.73)</td>
<td>1.81 (0.49)</td>
<td>W = 860</td>
<td>.151</td>
</tr>
<tr>
<td>--------------------------</td>
<td>-------------</td>
<td>-------------</td>
<td>--------</td>
<td>------</td>
</tr>
<tr>
<td>L1 reading Motivation (max = 7)</td>
<td>5.43 (1.61)</td>
<td>5.87 (1.30)</td>
<td>W = 624</td>
<td>.292</td>
</tr>
<tr>
<td>L2 reading Motivation (max = 7)</td>
<td>4.92 (1.52)</td>
<td>5.14 (1.64)</td>
<td>W = 636</td>
<td>.363</td>
</tr>
<tr>
<td>L1 reading Self-Efficacy (max = 7)</td>
<td>5.68 (1.16)</td>
<td>6.11 (0.88)</td>
<td>W = 560</td>
<td>.074</td>
</tr>
<tr>
<td>L2 reading Self-Efficacy (max = 7)</td>
<td>4.49 (1.24)</td>
<td>4.67 (1.36)</td>
<td>W = 645</td>
<td>.413</td>
</tr>
<tr>
<td>L1 Perceived reading Importance (max = 7)</td>
<td>6.65 (0.59)</td>
<td>6.87 (0.52)</td>
<td>W = 566</td>
<td>.017</td>
</tr>
<tr>
<td>L2 Perceived reading Importance (max = 7)</td>
<td>6.41 (0.80)</td>
<td>6.51 (0.91)</td>
<td>W = 637</td>
<td>.308</td>
</tr>
</tbody>
</table>

Note: the significance level is at α = .00465

There were no significant differences between groups, except for text interest: the study group rated the texts as more interesting in comparison to the reading group. It could be that the study group found the texts more interesting because they analyzed their content more thoroughly. Furthermore, and interestingly, reading motivation was higher for L1 (\( M = 5.66, SD = 1.47 \)) than for L2 (\( M = 5.03, SD = 1.57 \)), which is in accordance to the studies of Vander Beken and Brysbaert (2018) and Vander Beken et al. (2018) (Wilcoxon test: \( V = 1352, p < .001 \)).

Overall processing times

Participants spent on average 1 min 58 sec on reading the texts and 7 min 20 sec on studying them. Times were shorter in L1 than in L2: 1 min 52 sec vs. 2 min 4 sec for reading, and 7 min 9 sec vs. 7 min 31 sec for studying. This translates into processing speeds of 189 words per minute (wpm) for reading in L1, 174 wpm for reading in L2, 54 wpm for studying in L1, and 50 wpm for studying in L2. So, participants took on average more than three times longer to study the texts than to read them.

As indicated above, the more detailed eye movement analyses were limited to the 10 target information units: The five most central and the five most peripheral. The results of the
dependent variables are presented in light of the four research questions. The model outcomes for the eye movement measures are presented in Table A1; for the test scores in Table A2. Note that for regression count, reading goal could not be added as a random slope as this resulted in convergence errors.

**RQ1. What are the differences between the eye movement patterns in L1 and L2 studying?**

Results relevant for this research question are interactions between language and reading goal.

The three-way interaction between language, reading goal and unit length was significant for total reading time ($\beta = 0.395$, se = 0.143, $t = 2.757$, $p < .01$, $d = 0.080$; see Figure 1). In the separate analyses per reading goal, the interaction between language and unit length was significant for studying ($\beta = 0.472$, se = 0.141, $t = 3.333$, $p < .01$, $d = 0.073$).

Contrasts revealed that total reading times were shorter for L1 than L2 if the unit contained at least 10 words ($\chi = 5.20$, df = 1, $p < .05$).
Figure 1. The interaction between language (x-axis), reading goal (panels) and unit length (lines) for total reading time (y-axis, in seconds). Error bars represent standard errors.

The three-way interaction between language, reading goal and unit length was again significant for fixation count ($\beta = 1.470$, $se = 0.527$, $t = 2.788$, $p < .01$, $d = 0.078$; see Figure 2). In the separate analyses for reading goal, the interaction between language and unit length was significant for studying ($\beta = 1.734$, $se = 0.517$, $t = 3.352$, $p < .01$, $d = 0.070$). Contrasts revealed that the fixation count was lower for L1 than L2 if the unit contained at least 10 words ($\chi = 5.40$, $df = 1$, $p < .05$).
Finally, the three-way interaction between language, reading goal and L2 proficiency was significant for saccadic amplitude ($\beta = 0.013$, se = 0.005, $t = 2.448$, $p < .05$, $d = 0.006$). In the separate analysis for studying, the interaction between language and L2 proficiency was significant ($\beta = 0.013$, se = 0.003, $t = 4.119$, $p < .001$, $d = 0.006$). Contrasts revealed that the saccadic amplitude was smaller for L2 compared to L1 if the LexTALE score was lower than 80.16 ($\chi = 3.85$, df = 1, $p < .05$), which corresponds to an L2 proficiency effect on L2 studying, but not L1 studying.
Figure 2. The interaction between language (x-axis), reading goal (panels) and unit length (lines) for fixation count (y-axis). Error bars represent standard errors.

**RQ2. Is the effect of reading goal on the eye movement pattern similar in L1 and L2?**

To answer this research question, we report the results of interactions with reading goal, which indicate differences in processing between the studying and informative reading conditions.

For the first pass time, there was a significant three-way interaction between language, reading goal and unit length ($\beta = 0.055$, se = 0.024, $t = 2.286$, $p < .05$, $d = 0.043$; see Figure 3). In the L1 analysis there was a significant interaction between reading goal and unit length ($\beta = -0.052$, se = 0.020, $t = -2.605$, $p < .05$, $d = 0.042$): post hoc contrasts showed that the first pass time was shorter when studying, compared to reading in L1 if the unit contained at least 10 words ($\chi = 4.63$, df = 1, $p < .05$).
**Figure 3.** The interaction between reading goal (x-axis), language (panels) and unit length (lines) for first pass time (y-axis, in seconds). Error bars represent standard errors.

In the total reading times, reading goal interacted with average word length ($\beta = 1.336$, se = 0.388, $t = 3.441$, $p < .001$, $d = 0.271$). Post-hoc contrasts showed that total reading times were shorter for reading than studying when the average word length exceeded 3.2 letters ($\chi = 10.01$, df = 1, $p < .01$; the difference between the reading goals became larger with increasing average word length). Furthermore, the three-way interaction between language, reading goal and unit length was significant ($\beta = 0.395$, se = 0.143, $t = 2.757$, $p <$
The interaction between reading goal and unit length was significant in both the L1 ($\beta = 0.438$, $se = 0.062$, $t = 7.033$, $p < .001$, $d = 0.093$) and L2 analysis ($\beta = 0.835$, $se = 0.052$, $t = 16.189$, $p < .001$, $d = 0.184$). The post-hoc contrasts showed that the total reading time was shorter for informative reading compared to studying if the unit contained at least 2 words in L1 ($\chi = 13.84$, $df = 1$, $p < .001$) and 3 words in L2 ($\chi = 7.90$, $df = 1$, $p < .01$). The difference between reading and studying became larger with increasing unit length.

For the fixation count, there was a similar pattern as in the total reading times. Reading goal interacted with average word length ($\beta = 5.312$, $se = 1.432$, $t = 3.710$, $p < .001$, $d = 0.282$). Post-hoc contrasts showed that the fixation count was higher for reading than studying when the average word length exceeded 3.2 letters ($\chi = 11.53$, $df = 1$, $p < .001$; the magnitude of this difference increased when the average length increased). There was again a significant three-way interaction between language, reading goal and unit length ($\beta = 1.470$, $se = 0.527$, $t = 2.788$, $p < .01$, $d = 0.078$; see Figure 2). The interaction between reading goal and unit length was significant in both the L1 ($\beta = 1.902$, $se = 0.234$, $t = 8.141$, $p < .001$, $d = 0.106$) and L2 analysis ($\beta = 3.382$, $se = 0.189$, $t = 17.931$, $p < .001$, $d = 0.199$). The post-hoc contrasts showed that the more fixations were made while reading compared to studying if the unit contained at least 2 words in L1 ($\chi = 11.78$, $df = 1$, $p < .001$) and 3 words in L2 ($\chi = 5.50$, $df = 1$, $p < .05$). The difference between reading and studying became larger with an increasing unit length.

Furthermore, the three-way interaction between language, reading goal and average word
length was significant ($\beta = -0.469, \text{se} = 0.187, t = -2.501, p < .05, d = 0.203$; see Figure 4). In the separate analyses for L1, the interaction between reading goal and average word length was significant ($\beta = 0.805, \text{se} = 0.142, t = 5.653, p < .001, d = 0.265$). Contrasts revealed that the regression count was lower for reading than studying if the unit had an average word length of 4.252 letters or more ($\chi = 31.52, \text{df} = 1, p < .001$); the difference became larger with an increasing average word length.

Figure 4. The interaction between reading goal (x-axis), language (panels) and average word length(lines)for regression count (y-axis). Error bars represent standard errors.
Finally, there was a significant three-way interaction between language, reading goal and average word frequency ($\beta = -1.346$, $se = 0.441$, $t = -3.053$, $p < .01$, $d = 0.582$; see Figure 5). In the separate analyses for L1, the interaction between reading goal and average word frequency was significant ($\beta = 1.087$, $se = 0.359$, $t = 3.032$, $p < .01$, $d = 0.358$). Contrasts revealed that the regression count was lower for reading than studying if the average Zipf word frequency of the unit was 4.639 or more ($\chi = 6.72$, df = 1, $p < .01$). The difference between reading and studying became larger with increasing word frequency.

For the saccadic amplitude, reading goal interacted significantly with average word length ($\beta = 0.092$, $se = 0.041$, $t = 2.259$, $p < .05$, $d = 0.045$) and average word frequency ($\beta = 0.220$, $se = 0.108$, $t = 2.033$, $p < .05$, $d = 0.107$). Post-hoc contrasts showed that the saccadic amplitude was smaller for reading than studying when the average word length of the unit was at least 5.125 letters ($\chi = 3.85$, df = 1, $p < .05$) or when the average Zipf word frequency was at least 5.575 ($\chi = 3.84$, df = 1, $p < .05$).
Figure 5. The interaction between reading goal (x-axis), language (panels) and average Zipf word frequency (lines) for regression count (y-axis). Error bars represent standard errors.

**Difference in re-reading times between L1 and L2 during text studying.** To specifically address the question whether the longer study times in L2 than in L1 were limited to the initial reading, we divided the total reading times into passages. A passage was defined as the reading of an information unit after an incoming forward saccade or after a regression. All participants had at least three passages for the critical information units. Figure 6 shows the results of the first three passages.
Figure 6. The interaction between language and passage number (x-axis) for passage times (y-axis, in seconds). Error bars represent standard errors.

We clearly see that the longer reading times for L2 are not limited to the first passage but they are still very present for the third passage. Post-hoc paired sample T-tests showed a significant longer first passage time for L2 than L1 (M = 0.886 sec, SD = 0.254 for L1, M = 1.042, SD = 0.301 for L2, t(38) = 4.184, p < .001, d = 0.560), which was similar for the second passage time (M = 0.842, SD = 0.181 for L1, M = 0.983, SD = 0.261 for L2, t(38) = 4.671, p < .001, d = 0.628) and for the third passage time (M = 0.758, SD = 0.186 for L1, M = 0.888, SD = 0.225 for L2, t(38) = 4.748, p < .001, d = 0.630). Although there is some decrease in the difference between the first passage and the third, L2 readers do not “catch up” after a slower first passage. Even when we limited the analysis to the last passage of each participant, there was still a significant difference between languages(M = 0.573, SD = 0.137 for L1, M = 0.688, SD = 0.222 for L2, t(38) = 4.012, p < .001, d = 0.623). The language effect thus seems present in all readings of the information units.
RQ3. Is the memory trace, as tested by a cued recognition test, affected by language, reading goal and/or information centrality?

For the model of the test scores, no random slopes could be fitted due to convergence errors. There was a main effect of reading goal ($\beta = 0.935$, se $= 0.187$, $z = 5.005$, $p < .001$, $d = 1.048$; see Figure 6): accuracy scores were higher for studying than for reading. Furthermore, the main effects of content difficulty ($\beta = -0.106$, se $= 0.038$, $z = -2.809$, $p < .01$, $d = 0.119$) and reading motivation ($\beta = 0.087$, se $= 0.044$, $z = 2.010$, $p < .05$, $d = 0.098$) were significant. Accuracy scores were lower when participants perceived the texts as more difficult or when their motivation score for reading in the target language was lower.
Figure 7. The interaction between language (x-axis) and reading goal (lines) for accuracy score (y-axis). Error bars represent standard errors.

RQ4. Are fixation times of an information unit an adequate predictor of test accuracy scores of that unit?

We calculated the correlations between the two timed measures (first pass and total reading time) and accuracy scores in order to further investigate the relation between reading times and accuracy scores. The correlation of test accuracy with first pass time was not significant ($r < .01, p = .866$), whereas the correlation with total reading time was very small
but significant \((r = .07, p < .001)\). This association was however confounded by reading goal: none of the correlations between total reading times and accuracy scores remained significant when we calculated them separately for each group \((r = .02, p = .378\) for reading; \(r = -.04, p = .125\) for studying). Hence we did not further investigate the influence of reading time on test scores.

**Discussion**

In the current study, we investigated the effects of two context features (reading goal and text language) on the reading process. Participants had to read (informative reading) or study (to memorize the text content as preparation for a recognition test) four texts (two in L1, two in L2) while their eye movements were monitored. Afterwards, all participants received tests with true/false judgments to examine their memory for the contents of the texts. Using this experimental design, we could thoroughly investigate the differences between L1 and L2 reading while studying texts on one hand and the effect of different reading goals within and across languages on the other. To our knowledge, this is the first study that compares the L2 reading pattern under different reading goals. The technique that we applied, eye-tracking, also allowed us to gain insight the nature of the previously reported longer L2 study time in comparison to L1 \(\text{(e.g., Chen & Donin, 1997; Donin et al., 2004)}\), and to make inferences on the underlying cognitive processes under our experimental conditions. Indeed, eye movements can for example be related to early and late reading processes \(\text{(Boston et al., 2008; Rayner, 1998; Rayner et al., 2006)}\).

More specifically, we set out to answer four research questions: (a) to investigate whether there are differences in the eye movement patterns for different text languages while studying \(\text{(RQ1)}\); (b) to examine the effects of different reading goals on the eye movements within and across each language \(\text{(RQ2)}\); (c) to determine whether the memory trace for the text content is affected by reading goal, language or information centrality \(\text{(RQ3)}\); and (d)
whether it is possible to predict accuracy scores of the test based on reading times (RQ4). The results are highly relevant to EMI in higher education settings, as our participant sample, materials and recognition tests are representative to such a setting, and can be related to models of purposeful reading such as RESOLV (Britt et al., 2018; Rouet et al., 2017), as we investigate how several context features affect the reading process. We discuss the results in light of the research questions.

**The influence of language on eye movements while studying**

We found that total reading times were about 20% longer and 15% more fixations were made when studying in L2, analogous to the L2 cost observed in previous eye tracking studies of reading (e.g., Cop, Drieghe, et al., 2015). This effect interacted with unit length: if the number of words increased, the additional time needed to study the unit increased more in L2 than in L1. Interestingly, in the sentence reading analysis of Cop, Drieghe, et al. (2015), a similar interaction between language and sentence length in reading times was reported. It seems that especially the processing of longer sentences, which are syntactically more complex, results in an additional difficulty for L2 studying. As Cop, Drieghe, et al. reported, the effect of sentence complexity on reading times seems to be characteristic for the reading pattern in a less proficient language, similar to that of children reading in their L1 (Rayner, 1986; Warren, White, & Reichle, 2009).

We were particularly interested whether the longer period to memorize the content in L2 was caused by the first reading of the text or would be distributed throughout the learning. Figure 7 clearly shows that the latter is the case: Participants still needed more time to read an information unit in L2 than in L1 when the unit was revisited for the third time (or even more), which is surprising. This shows that the processing cost imposed by reading in L2 continues throughout the reading process.
There was no effect of language on regression counts, suggesting that the reading process for memorization is not more error-prone in L2. This agrees with the observation that the reading rate in L2 is slower overall, rather than less accurate. The saccade length was influenced by L2 proficiency, but only in L2 studying: the average saccadic amplitude was larger for participants with a higher L2 proficiency level. This suggests that they can process more information (characters or words) from a single fixation, resulting in larger ‘jumps’ through the text.

We also expected an information centrality effect on the first pass time in accordance with the results of Yeari et al., (2015), but the interaction between reading goal and information centrality was not significant. In fact, there was no significant effect of information centrality on any measure (which is discussed in more detail below).

To summarize, text language is a contextual feature that affects reading for memorization throughout the entire study time, not only during initial encoding. Especially for complex text the reading process is compromised, as students seem to have more difficulties processing longer sentences in L2, as shown in the corresponding measures reflecting deeper processing (total reading time and fixation count). This is relevant for EMI in higher education, as academic textbooks often contain complex sentences. The L2 – L1 differences in eye movement patterns closely resemble those of the previous sentence reading studies, showing more and longer fixations and smaller saccades in L2.

**The influence of reading goal on eye movements**

In the study of Yeari et al. (2015), an effect of reading goal as contextual feature was found on the eye movement patterns in informative reading of L1 texts. For our second research question, we attempted to replicate this L1 effect and wanted to investigate whether the influence of reading goal would be similar, or rather more pronounced, in L2.
The many significant differences in dependent variables between the study and reading conditions confirm that our manipulation to induce distinct reading goals was successful. Nevertheless, in terms of effect size, the majority of the effects can be categorized as ‘small’, even when we take into account that effect sizes in linear mixed effects models are smaller than those in analyses of variance based on condition means (Brysbaert & Stevens, 2018).

The first pass time was shorter when participants studied the text contents than when they read out of interest, showing a difference in the initial, shallow processing of the text, which was performed more quickly in the study condition. A higher-order interaction revealed that this effect was mainly driven by L1, it was not significant in L2. Interestingly, Yeari et al. (2015) also reported a shorter first pass time when participants read the texts in preparation for a closed-question test compared to informative reading. The most likely explanation of this difference is that readers studying a text first browse through the text to get familiar with the structure and the contents, and subsequently examine the text more thoroughly by re-reading (parts of) the text. Interestingly, the shorter first pass time in studying than in reading was not present in L2. In L2, participants either adopted another strategy, or they simply were not able to go faster through the text because of their lower processing capabilities. This pattern of results shows that context features such as language and reading goal not only have main effects on the reading process, but can also interact.

In the total reading time and fixation count, there was a large difference between reading and studying, showing a more comprehensive deeper processing of the text in the latter condition: participants spent about 70% longer and made about 70% more fixations on the information units when they had to memorize the text content compared to informative reading. This reading goal effect was larger for L2 than L1 and was modulated by unit length:
an increase in the number of words in the unit led to a larger increase in total reading times and number of fixations in L2 than in L1.

More regressions were made while studying than reading the texts. This is consistent with the finding that longer reading times for studying than reading only emerged on total reading times, and not on first pass times. It informs us that participants who memorize information, do so by reading the text multiple times, or look back in the text often, instead of spending longer on the first pass reading of units. Reading goal interacted with word length and frequency (in L1 only) and unit length (for both languages). A higher number of regressions were made towards longer, more complex units, which indicates that integration of these units in the surrounding content was more difficult. This effect was larger for studying than informative reading. Furthermore, in L1 studying the increase in regressions towards units containing longer and more frequent words was higher than in L1 reading. Whitford and Titone (2012) also reported higher regression rates towards higher frequent content words. As these words were also skipped more often, they hypothesized this could result in a higher need to revisit them.

In general, there does not seem to be a large language difference on the number of regressions. Yeari et al. (2015) pointed out that regressions are also made for a failure of or difficulties with sentence comprehension (Frazier & Rayner, 1982; Vauras, Hyona, & Niemi, 1992). This suggests that, after the initial longer processing time, comprehension is not more erroneous or more difficult in L2 compared to L1.

The saccadic amplitude was smaller for L2 than L1 (cf. Cop, Drieghe, et al., 2015). The low-level L2 reading processes seem more demanding, so a smaller amount of information (i.e. fewer words or letters) can be processed simultaneously in L2 than in L1, resulting in a higher need to make fixations and smaller saccades. It might also be that readers are more familiar with the nature of their (written) mother tongue, and are better at
estimating how to split the text in manageable chunks, resulting in a more efficient saccade pattern.

The saccadic amplitude was larger for studying than reading informatively. The most likely reason for this is that readers make larger jumps while re-reading parts of the text at a later stage of studying because they are already familiar with the materials and primarily want to better organize their mental model of the text. To test this possibility, we ran an additional analysis of the saccades in first pass vs. later passages as an extra factor. This provided evidence in line with the hypothesis: on first passage, there was no difference in saccadic amplitude between reading and studying, but there was a significant difference on later passages (β = 0.146, se = 0.054, t = 2.679, p < .01). So, participants at first proceed through the text similarly when reading or studying, but because studying involves going through the same text repeatedly, further repetitions of the text involve larger jumps.

As mentioned above, we found no effects of information centrality on any of the measures. We have three possible explanations to account for these null-effects in comparison to the studies of Yeari et al. (2015). First, we applied a different operationalization of ‘information units’ in comparison to Yeari et al.: whereas they included the main predicates and accompanying arguments, we only included the smallest possible piece of unique information. For example, one of their central information units was: “Mount Vesuvius is a volcano located between the ancient Italian cities of Pompeii and Herculaneum”. According to our definition of a unit, this sentence consists of two units: “Mount Vesuvius is a volcano”; “located between the ancient Italian cities of Pompeii and Herculaneum”. It could be that readers rather pay more attention to whole sentences, which they judge to contain central information, instead of just looking for the most important parts within the sentence. This could have concealed information centrality effects in our study.

Second, we applied a different approach in the rating of information centrality. Yeari et al.
(2015) had three expert judges rate the centrality of each information unit, based on two criteria: the importance of this piece of information for the overall understanding of the text, and if the text understanding would be impaired without this piece of information. In our procedure, we combined the judgments of experts and our participant population, and we did not explicitly ask whether the understanding would be impaired if the unit was missing. Still, since we had a larger number of raters, our ratings ought to result in a more reliable estimation of what readers experience as important units. Finally, the difference of information centrality rating between our central and peripheral units was smaller than Yeari et al.’s. It could be that our difference was too small to result in significant differences on the eye movement measures.

In summary, differences between central and peripheral information units did not appear, but we did find clear effects of reading goal as a contextual factor in various eye movement measures, which indicate qualitative differences in approaching a text for informative reading or studying purposes (cf. Yeari et al., 2015). This is in line with predictions of the RESOLV model of reading (e.g., Rouet et al., 2017), which states that the reading process is determined amongst others by the context model that readers construct prior to reading. We also found that interactions between contextual features have an impact on reading outcomes as shown in the eye movement patterns. In L1, the first pass time was shorter for studying than for informative reading, showing a less thorough shallow processing of the text, but the total reading time was longer and in total more fixations were made. This indicates that students first went through the texts they needed to study rather quickly, after which they began studying parts of the texts again. In regard to the text language, we expected a similar, yet somewhat inflated pattern for L2 studying vs. informative reading. L2 processing was indeed more effortful for studying than reading, and this difference was larger than in L1 processing. Unit length had a significant impact on this language difference, as
more complex sentences required more additional effort to study in L2 than in L1. This shows that especially the memorization of long, difficult texts, like in higher education handbooks, has a large impact on the reading process while studying texts in L2, more than just informative reading in L2.

**Memory for texts**

Our third goal was to examine whether memory for texts was affected by reading goal, language, or information centrality. All participants received 40 true/false statements on the content of information units (the language was congruent with the texts they received). As expected, participants whose goal was to memorize text content had a higher score than those who read them informatively (this result had a ‘large’ effect size). This shows that when more time is spent on a text, a richer mental model (cf. the landscape model, van den Broek et al., 1999) of its content can be built, improving the retention and resulting in higher test accuracy. There was again no effect of information centrality, and no language effect either: test performance was equal in L1 and L2. This suggests that with a cued recognition procedure, memory traces of studied text facts are equally accessible in both languages. This is in line with the idea of a Common Underlying Proficiency (CUP; Cummins, 1979), or the notion of (partly) language independent knowledge representations underlying “surface features”. Cummins proposed that the knowledge and skills a bilingual learns in one language strengthen the CUP, and can be accessed through or transferred to the other language. In other words, it should not matter in which language propositions are memorized, as they are maintained through the CUP, which benefits from the knowledge and proficiency in both languages. In the current context this seems to be the case with the true/false judgments. As test achievement was equal for L1 and L2, we could argue that the storage and retrieval of information units (propositions) in CUP is evenly efficient in L1 and L2.
How do we reconcile this with the poorer performance on a text recall task, as reported by Vander Beken and Brysbaert (2018)? The most likely explanation is related to the richness and structure of the developed mental landscape or “landscape” (van den Broek et al., 1999). When individual information units are probed by means of strong memory cues, they are equally available whether they were learned in L1 or in L2. However, when the relevant task is a free recall and participants learned the materials in L1 rather than L2, more associated concepts are co-activated during encoding in L1 than in L2, and these concepts form extra memory links between the various propositions, resulting in a better recall performance in L1.

These results are in line with those of Chen and Donin (1997), who reported longer study times for L2 but an equal performance on L1 and L2 tests. They are also a confirmation of Vander Beken and Brysbaert (2018) and Vander Beken et al. (2018), who found no differences between L1 and L2 on yes/no recognition questions. For recognition tests, reading/study time seems to be the essential component. When participants can study in L2 as long as they think is necessary, their performance is equal to L1.

How is it possible that studying takes longer in L2, but that this compensatory strategy results in similar test outcomes in both languages? There are two possible answers to this question. First, similar to real-life studying, we did not impose a narrow time limit, so that sufficient time could be taken to compensate for L2 processing costs. When allowed by the context, students adapt their reading process: they take the necessary time, and they are good at guessing how much additional time is needed to reach a similar study goal in L2 compared to L1.

The second explanation can be found in the levels-of-processing framework (Craik & Lockhart, 1972). This framework assumes that the initial stage of encoding is aimed at surface form (e.g., extracting and memorizing information), while higher order processing
occurs in the later stages for deeper encoding (such as making inferences or links to other information units in the text and/or prior knowledge). Recognition tasks such as true/false statements benefit from the knowledge of details rather than the ability to see the bigger picture (see also Vander Beken et al., 2018, for a discussion of this matter). Indeed, the levels-of-processing effect seems to be smaller in L2 compared to L1 (Francis & Gutiérrez, 2012): there is an L2 advantage for shallow processing tasks, but this decreases for tasks that require deeper understanding. Or the other way around: L1 benefits more from deeper processing tasks than L2. In the eye movement data, we found more and longer fixations in L2 and smaller saccades, which might indicate that a lot of attention is directed towards the lexical level for a correct identification of the words (resulting in a sufficiently strong memory traces for individual words and sentences), but which leaves the L2 reader with less time to integrate information in the mental model of the text as well as in L1. This fits with results of studies on L1 and L2 text comprehension, which show that L2 readers allocate more resources to low-level processing (cf. longer and more fixations as indication of hampered word identification) and in turn show reduced higher-order processing of the text, as for example shown in reduced inference-making (Horiba, 1996; Pérez et al., 2018). It also relates to the resource hypothesis, which states that L2 processing is more demanding for the working memory (Sandoval et al., 2010), resulting in a smaller capacity for higher-order processing.

**The relation between reading time and accuracy score**

Finally, we were interested in whether the quality of the memory trace improves by fixating the information unit longer. As none of the correlations between the timed measures and accuracy scores were significant, we concur with Yeari et al. (2015) that “…attention allocation is only a minor factor in determining the memory strength of textual ideas.” (p.
1088). Apparently, memory for academic studying is determined by factors other than simple encoding.

To some extent, this is a surprising finding, because in the very same experiment we see that students are able to improve their scores by reading longer when they know a test will follow. We also see that they spontaneously take more time to read/study in L2, so that their performance is comparable to L1. So, it is not that students lack the metacognitive skills to predict/monitor their performance. Still, there is no correlation between reading time and memory accuracy for individual information units. Note that some models of eye movement control decouple attention and motor processes, so that attention is not centered at the fixation point but could be directed towards words or objects in the peripheral view (e.g., Reichle, Pollatsek, & Rayner, 2006).

**Limitations of the current study and guidelines for future research**

In the current study, we were limited by the specific text and test types that we used. Although the texts were representative for the expository and academic texts used in higher education, they were especially limited in length. Students often have to read multi-page academic articles or entire book chapters. To increase the ecological validity of this type of research, a recommendation is to work with longer texts.

Regarding the reading goal, we only focused on one particular form of studying and related test type, assessing reading behavior for a specific test type, but in-depth. Our participants had to memorize the information in the texts and were for example not required to make inferences between (different parts of the) texts. In naturalistic settings, many test options other than the cued recognition test we used exist. This could influence the similarity or difference between L1 and L2 performance. In higher education, some examples are cued recall, free recall, inferential multiple choice questions which combine information from multiple parts of a text, essay writing, etc. Furthermore, as the specific test type was known to
the participants, the eye movement patterns were also bound to this specific test as the participants specifically prepared for the true/false statements in the study condition. It would thus also be interesting in further eyetracking studies to compare L1 and L2 reading patterns for other types of reading goals.

While the eye tracking methodology has many strengths and resembles daily life reading, there is one obvious disadvantage: participants had to study a text from a screen while their head rested on the chin- and headrest. One way to estimate the impact of this restriction is to have a parallel group doing the same experiment but without eye tracking. What we should find is that the pattern of behavioral measures (total reading/study time, test scores) are the same.

In future research, attention could also be given to the subjective assessment of reading strategies by the participants. We were able to make some inferences based on the eye movement data, but it would be interesting to see whether this matches with the reading strategies that participant report having adopted during reading or studying.

Regarding language, although we tested bilingual participants, they read each text and solved each accompanying test in the same language. In an EMI setting, it also occurs that students have English handbooks for an L1 course, which requires at some point to translate this material and which goes beyond a strict unilingual setting. A recognition or recall procedure involving a language switch between studying and test taking would be an ecologically valid addition to research on EMI. Furthermore, a design with a free recall test, crossing the text and test language could also shed light on the issue of the involvement of encoding vs (re)production in the L2 recall cost: If an L2 cost is present in both L2 encoding conditions, this indicates that the encoding stage is involved in the cost. If the cost is only found in the L2 text – L2 test condition (bot not L2 text – L1 test), the cost can be situated at the (re)production stage. There is also the possibility that the disadvantage of L2 studying is
situated in both processes, which would result in recall costs in both L2 encoding conditions and in the L1 encoding – L2 test condition. A final recommendation for future research is a further investigation of slower L2 processing as a function of unit length. It would be interesting to check whether the L2 processing speed can be increased if the same content is presented in shorter, easier to process sentences.

**Conclusion**

We showed that participants need about 20% more time to study texts in a L2, compared to L1. Then, the information units in the text are equally well retained, resulting in similar scores for L1 and L2 recognition tests. The investigation of various eye movement measures has provided valuable insights in the similarities, differences and strategies applied when two important contextual features are varied: reading goal (informative reading and studying) and text language (L1 and L2). When studying in L1, students seem to quickly scan the text on the first passage, which does not seem to occur in L2 studying. The many interactions of language with unit length indicate that especially complex sentences are difficult to study in L2. This is highly relevant for EMI in higher education settings with non-native English bilinguals, where complex English academic texts are an important part of study material.
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Appendix A

Below, the tables with the outcomes for the models of all dependent variables are presented. For the dichotomous factors language, reading goal and information centrality, the same factor level was set as the reference level for each analysis. For language, the reference level is L1; for reading goal, it is informative reading; for information centrality it is central information. We included the remaining level with the factor name in the tables.
<table>
<thead>
<tr>
<th>Fixed Effects</th>
<th>First Pass Duration</th>
<th>Total Reading Time</th>
<th>Fixation Count</th>
<th>Regression count</th>
<th>Saccadic Amplitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>1.188 ± 0.120</td>
<td>9.904 ± 0.001</td>
<td>2.002 ± 0.420</td>
<td>6.668 ± 0.001</td>
<td>11.367 ± 0.622</td>
</tr>
<tr>
<td>Language: L2</td>
<td>-0.004 ± 0.146</td>
<td>-0.026 ± 0.003</td>
<td>0.464 ± 0.341</td>
<td>1.359 ± 0.004</td>
<td>1.273 ± 0.948</td>
</tr>
<tr>
<td>Reading goal: Studying</td>
<td>-0.331 ± 0.130</td>
<td>-2.541 ± 0.012</td>
<td>6.765 ± 0.736</td>
<td>9.190 ± 0.001</td>
<td>26.990 ± 2.819</td>
</tr>
<tr>
<td>Information centrality: Peripheral</td>
<td>0.053 ± 0.141</td>
<td>0.374 ± 0.041</td>
<td>-0.179 ± 0.299</td>
<td>-0.598 ± 0.050</td>
<td>-0.292 ± 1.105</td>
</tr>
<tr>
<td>Average word frequency</td>
<td>-0.239 ± 0.183</td>
<td>-1.304 ± 0.187</td>
<td>-0.396 ± 0.390</td>
<td>-0.784 ± 0.431</td>
<td>-0.644 ± 1.447</td>
</tr>
<tr>
<td>Average word length</td>
<td>-0.024 ± 0.072</td>
<td>-0.327 ± 0.041</td>
<td>0.338 ± 0.135</td>
<td>2.174 ± 0.030</td>
<td>1.496 ± 0.577</td>
</tr>
<tr>
<td>Unit length</td>
<td>0.068 ± 0.062</td>
<td>3.396 ± 0.001</td>
<td>0.230 ± 0.430</td>
<td>3.355 ± 0.001</td>
<td>0.464 ± 1.588</td>
</tr>
<tr>
<td>L1 Proficiency</td>
<td>0.007 ± 0.015</td>
<td>0.456 ± 0.050</td>
<td>-0.003 ± 0.026</td>
<td>-0.308 ± 0.570</td>
<td>0.014 ± 0.284</td>
</tr>
<tr>
<td>L2 Proficiency</td>
<td>-0.002 ± 0.028</td>
<td>-0.247 ± 0.006</td>
<td>-0.002 ± 0.041</td>
<td>-0.063 ± 0.463</td>
<td>-0.018 ± 0.162</td>
</tr>
<tr>
<td>Language: L2 * Reading goal: Studying</td>
<td>0.231 ± 0.143</td>
<td>1.617 ± 0.108</td>
<td>1.638 ± 0.778</td>
<td>2.105 ± 0.038</td>
<td>5.154 ± 2.943</td>
</tr>
<tr>
<td>Language: L2 * Information centrality: Peripheral</td>
<td>0.145 ± 0.201</td>
<td>0.724 ± 0.471</td>
<td>0.154 ± 0.429</td>
<td>0.360 ± 0.719</td>
<td>0.647 ± 1.582</td>
</tr>
<tr>
<td>Language: L2 * Average word frequency</td>
<td>0.542 ± 0.240</td>
<td>1.426 ± 0.158</td>
<td>0.047 ± 0.516</td>
<td>0.091 ± 0.927</td>
<td>0.040 ± 1.900</td>
</tr>
<tr>
<td>Language: L2 * Average word length</td>
<td>0.001 ± 0.012</td>
<td>0.004 ± 0.097</td>
<td>0.047 ± 0.219</td>
<td>0.213 ± 0.831</td>
<td>0.020 ± 0.400</td>
</tr>
<tr>
<td>Language: L2 * Unit length</td>
<td>-0.030 ± 0.014</td>
<td>-1.144 ± 0.257</td>
<td>0.075 ± 0.057</td>
<td>1.315 ± 0.189</td>
<td>0.260 ± 0.210</td>
</tr>
<tr>
<td>Language: L2 * L1 proficiency</td>
<td>-0.012 ± 0.014</td>
<td>-0.811 ± 0.420</td>
<td>-0.002 ± 0.050</td>
<td>-0.045 ± 0.964</td>
<td>0.012 ± 0.203</td>
</tr>
<tr>
<td>Language: L2 * L2 proficiency</td>
<td>-0.001 ± 0.008</td>
<td>0.074 ± 0.941</td>
<td>0.003 ± 0.028</td>
<td>0.019 ± 0.004</td>
<td>0.017 ± 0.115</td>
</tr>
<tr>
<td>Reading goal: Studying * Information centrality: Peripheral</td>
<td>0.098 ± 0.127</td>
<td>0.756 ± 0.450</td>
<td>-0.109 ± 0.787</td>
<td>-0.144 ± 0.806</td>
<td>0.433 ± 2.700</td>
</tr>
<tr>
<td>Reading goal: Studying * Average word frequency</td>
<td>0.172 ± 0.166</td>
<td>1.057 ± 0.301</td>
<td>0.402 ± 0.986</td>
<td>0.406 ± 0.685</td>
<td>0.894 ± 3.637</td>
</tr>
<tr>
<td>Reading goal: Studying * Average word length</td>
<td>0.115 ± 0.066</td>
<td>1.783 ± 0.081</td>
<td>1.336 ± 0.388</td>
<td>3.441 ± 0.014</td>
<td>3.512 ± 4.132</td>
</tr>
<tr>
<td>Reading goal: Studying * Unit length</td>
<td>-0.052 ± 0.018</td>
<td>-2.839 ± 0.005</td>
<td>0.439 ± 0.108</td>
<td>4.062 ± 0.001</td>
<td>1.898 ± 3.098</td>
</tr>
<tr>
<td>Reading goal: Studying * L1 proficiency</td>
<td>0.021 ± 0.021</td>
<td>-0.963 ± 0.317</td>
<td>0.106 ± 0.105</td>
<td>1.014 ± 0.314</td>
<td>0.420 ± 0.413</td>
</tr>
<tr>
<td>Reading goal: Studying * L2 proficiency</td>
<td>0.003 ± 0.012</td>
<td>0.280 ± 0.780</td>
<td>-0.037 ± 0.077</td>
<td>-0.540 ± 0.524</td>
<td>0.008 ± 1.133</td>
</tr>
<tr>
<td>Language: L2 * Reading goal: Studying * Information centrality: Peripheral</td>
<td>-0.137 ± 0.182</td>
<td>-0.754 ± 0.452</td>
<td>-0.534 ± 1.079</td>
<td>-0.495 ± 0.622</td>
<td>-2.357 ± 3.976</td>
</tr>
<tr>
<td>Language: L2 * Reading goal: Studying * Average word frequency</td>
<td>-0.342 ± 0.219</td>
<td>-1.561 ± 0.120</td>
<td>-1.979 ± 1.285</td>
<td>-1.531 ± 0.130</td>
<td>-7.233 ± 4.762</td>
</tr>
<tr>
<td>Language: L2 * Reading goal: Studying * Average word length</td>
<td>-0.097 ± 0.003</td>
<td>-1.038 ± 0.300</td>
<td>-0.748 ± 0.548</td>
<td>-1.364 ± 0.177</td>
<td>-3.195 ± 2.018</td>
</tr>
<tr>
<td>Language: L2 * Reading goal: Studying * Unit length</td>
<td>0.055 ± 0.024</td>
<td>2.286 ± 0.023</td>
<td>0.395 ± 0.143</td>
<td>2.757 ± 0.007</td>
<td>1.470 ± 0.527</td>
</tr>
<tr>
<td>Language: L2 * Reading goal: Studying * L1 proficiency</td>
<td>0.021 ± 0.021</td>
<td>0.982 ± 0.329</td>
<td>0.119 ± 0.072</td>
<td>1.652 ± 0.103</td>
<td>0.197 ± 0.296</td>
</tr>
<tr>
<td>Language: L2 * Reading goal: Studying * L2 proficiency</td>
<td>-0.007 ± 0.011</td>
<td>-0.604 ± 0.548</td>
<td>-0.029 ± 0.040</td>
<td>-0.720 ± 0.468</td>
<td>0.005 ± 0.162</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variance SD</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.111 ± 0.353</td>
<td></td>
<td></td>
<td>0.324 ± 0.569</td>
<td>1.454 ± 1.206</td>
</tr>
<tr>
<td>Reading goal</td>
<td>0.013 ± 0.115</td>
<td>3.718 ± 1.928</td>
<td>50.022 ± 7.035</td>
<td>/</td>
<td>0.150 ± 0.171</td>
</tr>
<tr>
<td>Subject</td>
<td>0.168 ± 0.410</td>
<td>4.830 ± 2.198</td>
<td>76.261 ± 8.733</td>
<td>0.067 ± 0.984</td>
<td>0.208 ± 0.436</td>
</tr>
<tr>
<td>Language</td>
<td>0.089 ± 0.299</td>
<td>1.120 ± 1.059</td>
<td>23.173 ± 8.148</td>
<td>0.596 ± 0.772</td>
<td>0.015 ± 0.122</td>
</tr>
</tbody>
</table>

Note: \( \beta \) = estimate; SE = standard error; \( r \) = r-value; \( p \) = p-value; SD = Cohen’s d; SD = standard deviation
Table A2

*Estimates, standard errors, z-values, p-values and effect sizes for the fixed and random effects of the generalized linear mixed effect model for the accuracy scores.*

<table>
<thead>
<tr>
<th></th>
<th>β</th>
<th>SE</th>
<th>t</th>
<th>p</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fixed Effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>1.029</td>
<td>0.559</td>
<td>1.843</td>
<td>.065</td>
<td>.</td>
</tr>
<tr>
<td>Language: L2</td>
<td>0.328</td>
<td>0.326</td>
<td>1.003</td>
<td>.316</td>
<td>0.368</td>
</tr>
<tr>
<td>Reading goal: Studying</td>
<td>0.935</td>
<td>0.187</td>
<td>5.005</td>
<td>&lt;.001</td>
<td>*** 1.048</td>
</tr>
<tr>
<td>Information centrality: Peripheral</td>
<td>0.063</td>
<td>0.329</td>
<td>0.192</td>
<td>.848</td>
<td>0.071</td>
</tr>
<tr>
<td>Prior knowledge</td>
<td>-0.074</td>
<td>0.047</td>
<td>-1.577</td>
<td>.115</td>
<td>0.083</td>
</tr>
<tr>
<td>Text interest</td>
<td>-0.010</td>
<td>0.033</td>
<td>-0.313</td>
<td>.754</td>
<td>0.011</td>
</tr>
<tr>
<td>Content difficulty</td>
<td>-0.106</td>
<td>0.038</td>
<td>-2.809</td>
<td>.005</td>
<td>** 0.119</td>
</tr>
<tr>
<td>Reading motivation</td>
<td>0.087</td>
<td>0.044</td>
<td>2.010</td>
<td>.044</td>
<td>* 0.098</td>
</tr>
<tr>
<td>Perceived reading importance</td>
<td>-0.026</td>
<td>0.072</td>
<td>-0.364</td>
<td>.716</td>
<td>0.029</td>
</tr>
<tr>
<td>Reading self-efficacy</td>
<td>0.006</td>
<td>0.056</td>
<td>0.100</td>
<td>.920</td>
<td>0.007</td>
</tr>
<tr>
<td>L1 proficiency</td>
<td>0.011</td>
<td>0.010</td>
<td>1.049</td>
<td>.294</td>
<td>0.012</td>
</tr>
<tr>
<td>L2 proficiency</td>
<td>-0.001</td>
<td>0.006</td>
<td>-0.216</td>
<td>.829</td>
<td>0.001</td>
</tr>
<tr>
<td>Language: L2 * Reading goal: Studying</td>
<td>-0.192</td>
<td>0.254</td>
<td>-0.756</td>
<td>.450</td>
<td>0.215</td>
</tr>
<tr>
<td>Language: L2 * Information centrality: Peripheral</td>
<td>-0.205</td>
<td>0.466</td>
<td>-0.441</td>
<td>.659</td>
<td>0.230</td>
</tr>
<tr>
<td>Reading goal: Studying * Information centrality: Peripheral</td>
<td>-0.002</td>
<td>0.259</td>
<td>-0.009</td>
<td>.993</td>
<td>0.002</td>
</tr>
<tr>
<td>Language: L2 * Reading goal: Studying * Information centrality: Peripheral</td>
<td>-0.034</td>
<td>0.367</td>
<td>-0.092</td>
<td>.927</td>
<td>0.038</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Variance</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Random Effects</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.761</td>
<td>0.872</td>
</tr>
<tr>
<td>Subject</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.035</td>
<td>0.186</td>
</tr>
</tbody>
</table>

Note: β = estimate; SE = standard error; t = t-value; p = p-value; d = Cohen’s d; SD = standard deviation
We are aware that this is a narrow definition of studying. Indeed, studying is a multi-faceted concept involving a broad range of learning activities such as gaining new insights, in-depth analyzing, inference making, in addition to fact memorization. The weights of the various components are likely to differ depending on the study goal (e.g., preparing to write an essay or to answer multiple choice questions). Fact memorization is only one facet of studying, but it is a good starting point to answer some of the research questions of the current study, by focusing on this one aspect through a well-controlled experimental design with detailed online (eyetracking) measures. Also notice that research on text studying differs from research on text comprehension, because in studies on text comprehension participants could be allowed to consult the text while answering the questions. We are interested in studying, because that is what our students have to do to pass tests or exams.

Vander Beken and Brysbaert (2018) did not report longer L2 study times as their participants had a fixed interval of 7 min to study the texts. It is however not clear whether participants required the complete time interval for studying in L1 as this was not explicitly measured.

This is a standard eye tracking procedure, in which a dot is presented in the middle and all four corners and sides of the screen. The participant needs to fixate these 9 points, covering the entire screen, so the Eyelink software can infer the position of the eye when a certain location on the screen is fixated.

An additional analysis including all information units yielded no significant differences with the results presented here.

As the full models for the dependent variables contained a considerable number of non-significant interactions and main effects, we checked whether the pattern of results remained similar after a backfitting procedure of the non-significant terms. This did not result in any significant changes from the result presented here.

All p-values of the paired sample T-tests were Bonferroni corrected for multiple comparisons. Note that the “last passage” can differ a lot between information units and participants: the 5th passage can be the last, but also the 15th

Note that there was no significant difference either on the subjective ratings of text difficulty between L1 (M = 3.79, SD = 1.18) and L2 (M = 4.16, SD = 1.18), Wilcoxon test: V = 1114, p > .05.

M = 4.12, SD = 0.26 vs. M = 4.7, SD = 0.3 for high centrality and M = 2.69, SD = 0.40 vs. M = 1.6, SD = 0.4 for low centrality in the current study and Yeari et al.’s, respectively